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#### Abstract

We analyze Floquet theory as it applies to the stability and instability of periodic traveling waves in Hamiltonian PDEs. Our investigation focuses on several examples of such PDEs, including the generalized KdV and BBM equations (third order), the nonlinear Schrödinger and Boussinesq equations (fourth order), and the Kawahara equation (fifth order). Our analysis reveals that the characteristic polynomial of the monodromy matrix inherits symmetry from the underlying PDE, enabling us to determine the essential spectrum along the imaginary axis and bifurcations of the spectrum away from the axis, employing the Floquet discriminant. We present numerical evidence to support our analytical findings.
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## 1 Introduction

The subject of the investigation here is the stability and instability of periodic traveling waves in Hamiltonian partial differential equations (PDEs) in one spatial dimension. This entails addressing spectral problems of the form

$$
\begin{equation*}
\lambda v=\mathcal{J} \mathcal{L}, \quad \lambda \in \mathbb{C}, \tag{1.1}
\end{equation*}
$$

[^0]where $\mathcal{J}$ represents a symplectic form, $\mathcal{L}$ is a linear self-adjoint operator corresponding to the second variation of an appropriate Hamiltonian, and $\mathcal{J} \mathcal{L}$ has periodic coefficients. It is well-established that the $L^{2}(\mathbb{R})$ essential spectrum of such an operator remains invariant under the transformations
$$
\lambda \mapsto-\lambda \quad \text { and } \quad \lambda \mapsto \bar{\lambda},
$$
implying that the spectrum is symmetric with respect to reflections across the real and imaginary axes. Our emphasis lies in quasi-periodic eigenvalue problems that exhibit symmetry of the kind. Prior research on this subject can be found in $[26,25,27,6]$, among many others, and [37] in particular. See also [34] for related results.

We can reformulate (1.1) as

$$
\begin{equation*}
\mathbf{v}_{x}=\mathbf{A}(x, \lambda) \mathbf{v} \tag{1.2}
\end{equation*}
$$

where $\mathbf{A}(x, \lambda)$ is an $n \times n$ matrix-valued function of $x \in \mathbb{R}$, satisfying $\mathbf{A}(x+T, \lambda)=$ $\mathbf{A}(x, \lambda)$ for some $T>0$, the period. Throughout, we assume generalized Hamiltonian symmetry. That is,
(A1) $\mathbf{A}(x, \lambda)$ is real for $\lambda \in \mathbb{R}$.
(A2) $\mathbf{A}^{\top}(x, \lambda) \mathbf{B}(\lambda)=-\mathbf{B}(\lambda) \mathbf{A}(x,-\lambda)$ for some matrix $\mathbf{B}(\lambda)$, independent of $x$, and nonsingular everywhere except for at most finitely many values of $\lambda$.

These assumptions can be somewhat relaxed-for instance, for the generalized BBM equation-but they encompass the majority of relevant examples. Importantly, $n$ does not have to be even. Here we present examples for $n=3$ (such as the generalized KdV and BBM equations) and $n=5$ (such as the fifth-order KdV or Kawahara equation). Additionally, we remark that (A2) is weaker than the infinitesimal symplecticity assumption [23, 48]. Among all the examples discussed herein, only the linearizations of the nonlinear Schrödinger equation about a trivial phase solution and the Boussinesq equation about a stationary solution satisfy infinitesimal symplecticity. For $n$ odd, infinitesimal symplecticity implies that $\mathbf{A}(x, \lambda)$ must be singular, but generalized Hamiltonian symmetry does not.

We define the monodromy matrix of (1.2) as

$$
\begin{equation*}
\mathbf{M}(\lambda)=\mathbf{V}(T, \lambda), \quad \text { where } \quad \mathbf{V}_{x}=\mathbf{A}(x, \lambda) \mathbf{V} \quad \text { and } \quad \mathbf{V}(0, \lambda)=\mathbf{I}_{n} \tag{1.3}
\end{equation*}
$$

Here $\mathbf{I}_{n}$ represents the $n \times n$ identity matrix. We define the characteristic polynomial of the monodromy matrix of (1.2) as

$$
\begin{equation*}
p(\mu, \lambda)=\operatorname{det}\left(\mathbf{M}(\lambda)-\mu \mathbf{I}_{n}\right) \tag{1.4}
\end{equation*}
$$

The monodromy matrix and the characteristic polynomial inherit symmetry from the underlying ODE. This can prove particularly advantageous when investigating the stability and instability of periodic traveling waves in Hamiltonian PDEs.

Lemma 1 (Generalized Hamiltonian symmetry). Suppose that $\mathbf{A}(x, \lambda)$ is an $n \times n$ matrix-valued function, periodic in $x$, and (A1) and (A2) hold true. Let $\mathbf{M}(\lambda)$ denote the monodromy matrix of (1.2), and it must satisfy

$$
\begin{equation*}
\mathbf{M}(\lambda)=\mathbf{B}^{-\top}(\lambda) \mathbf{M}^{-\top}(-\lambda) \mathbf{B}^{\top}(\lambda) \tag{1.5}
\end{equation*}
$$

Additionally, suppose that $\operatorname{tr}(\mathbf{A}(x, \lambda))=0$ for all $x \in \mathbb{R}$ and $\lambda \in \mathbb{C}$. Let the characteristic polynomial of the monodromy matrix take the form

$$
p(\mu, \lambda)=\sum_{k=0}^{n}(-\mu)^{k} e_{n-k}(\lambda)
$$

where $e_{k}(\lambda)$ denotes the $k$-th elementary symmetric polynomial of the eigenvalues of $\mathbf{M}(\lambda)$. That is,

$$
e_{0}(\lambda)=1 \quad \text { and } \quad e_{k}(\lambda)=\sum_{1 \leqslant j_{1}<j_{2}<\ldots j_{k} \leqslant n} \mu_{j_{1}} \mu_{j_{2}} \cdots \mu_{j_{k}}, \quad k=1,2, \ldots, n,
$$

where $\mu_{j_{1}}, \mu_{j_{2}}, \ldots, \mu_{j_{k}}$ are the eigenvalues of $\mathbf{M}(\lambda)$. The elementary symmetric polynomials must then satisfy

$$
\begin{equation*}
e_{k}(\lambda)=e_{n-k}(-\lambda), \quad k=0,1,2, \ldots, n, \quad \text { for } \lambda \in \mathbb{C} \tag{1.6}
\end{equation*}
$$

and, in turn,

$$
\begin{equation*}
e_{k}(\lambda)=\overline{e_{n-k}(\lambda)}, \quad k=0,1,2, \ldots, n, \quad \text { for } \lambda \in i \mathbb{R} \tag{1.7}
\end{equation*}
$$

Particularly, for $n$ even, $e_{n / 2}(\lambda)$ is necessarily real.
Proof. Recalling (1.3), we observe that $\mathbf{V}^{-\top}(x, \lambda)$ satisfies

$$
\mathbf{V}_{x}^{-\top}(x, \lambda)=-\mathbf{A}^{\top}(x, \lambda) \mathbf{V}^{-\top}(x, \lambda) \quad \text { and } \quad \mathbf{V}^{-\top}(0, \lambda)=\mathbf{I}_{n},
$$

whence $\mathbf{W}(x, \lambda):=\mathbf{B}^{-1}(\lambda) \mathbf{V}^{-\top}(x, \lambda) \mathbf{B}(\lambda)$ satisfies
$\mathbf{W}_{x}(x, \lambda)=-\mathbf{B}^{-1}(\lambda) \mathbf{A}^{\top}(x, \lambda) \mathbf{B}(\lambda) \mathbf{W}(x, \lambda)=\mathbf{A}(x,-\lambda) \mathbf{W}(x, \lambda) \quad$ and $\quad \mathbf{W}(0, \lambda)=\mathbf{I}_{n}$, by (A2). Additionally, recalling (1.3), we observe that $\mathbf{V}(x,-\lambda)$ satisfies

$$
\mathbf{V}_{x}(x,-\lambda)=\mathbf{A}(x,-\lambda) \mathbf{V}(x,-\lambda) \quad \text { and } \quad \mathbf{V}(0,-\lambda)=\mathbf{I}_{n}
$$

Therefore, (1.5) follows by uniqueness.
Suppose that $\operatorname{tr}(\mathbf{A}(x, \lambda))=0$ for all $x \in \mathbb{R}$ and $\lambda \in \mathbb{C}$, and we observe

$$
\begin{aligned}
\sum_{k=0}^{n}(-\mu)^{k} e_{n-k}(-\lambda) & =\operatorname{det}\left(\mathbf{M}(-\lambda)-\mu \mathbf{I}_{n}\right)=\operatorname{det}\left(\mathbf{M}^{-1}(\lambda)-\mu \mathbf{I}_{n}\right) \\
& =(-\mu)^{n} \operatorname{det}\left(\mathbf{M}^{-1}(\lambda)\right) \operatorname{det}\left(\mathbf{M}(\lambda)-\mu^{-1} \mathbf{I}_{n}\right)=\sum_{k=0}^{n}(-\mu)^{k} e_{k}(\lambda)
\end{aligned}
$$

Therefore, (1.6) follows. Here the second equality follows from generalized Hamiltonian symmetry of the monodromy matrix, and the last equality follows because

$$
\operatorname{det}(\mathbf{V}(x, \lambda))=\exp \left(\int_{0}^{x} \operatorname{tr}(\mathbf{A}(x, \lambda)) d x\right) \operatorname{det}(\mathbf{V}(0, \lambda))=\operatorname{det}(\mathbf{V}(0, \lambda))
$$

by hypothesis. This completes the proof.

Note that $e_{k}(\lambda)$ can be related to $\operatorname{tr}\left(\mathbf{M}^{j}(\lambda)\right), j=1,2, \ldots, k$, using the well-known Newton formula as

$$
\begin{equation*}
k e_{k}(\lambda)=\sum_{j=1}^{k}(-1)^{j-1} e_{k-j}(\lambda) \operatorname{tr}\left(\mathbf{M}^{j}(\lambda)\right) . \tag{1.8}
\end{equation*}
$$

We will primarily work with $e_{k}(\lambda)$, but (1.8) allows us to express them in terms of $\operatorname{tr}\left(\mathbf{M}^{k}(\lambda)\right)$, which can prove particularly advatageous for numerical computations.

Lemma 1 implies - perhaps not surprisingly - that if (1.2) exhibits generalized Hamiltonian symmetry then only half of the invariants of $\mathbf{M}(\lambda), \lambda \in i \mathbb{R}$, are linearly independent. However, the full implications of this observation have not been thoroughly explored. Our interest here lies in the spectrum along the imaginary axis, which holds significant importance when investigating the stability and instability of periodic traveling waves in Hamiltonian PDEs. Our objective is to determine the algebraic multiplicity of the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) on the imaginary axis, as well as the bifurcation of the spectrum away from the axis, by utilizing the Floquet discriminant $\boldsymbol{f}: i \mathbb{R} \rightarrow \mathbb{R}^{n-1}$, defined element-wise as

$$
f_{k}(\lambda)= \begin{cases}\operatorname{Re}\left(e_{(k+1) / 2}(\lambda)\right), & 1 \leqslant k \leqslant n-1, \text { odd } \\ \operatorname{Im}\left(e_{k / 2}(\lambda)\right), & 1 \leqslant k \leqslant n-1, \text { even }\end{cases}
$$

We identify $\mathbb{R}^{2}$ with $\mathbb{C}$ whenever convenient, and $\boldsymbol{f}: i \mathbb{R} \rightarrow \begin{cases}\mathbb{C}^{(n-1) / 2}, & n \text { odd, } \\ \mathbb{C}^{n / 2-1} \times \mathbb{R}, & n \text { even. }\end{cases}$ For $n=2$, note from (1.7) and (1.8) that the Floquet discriminant becomes $\operatorname{tr}(\mathbf{M}(\lambda))$, which is real for $\lambda \in i \mathbb{R}$. For $n=3, \operatorname{tr}(\mathbf{M}(\lambda))$ takes values in $\mathbb{C}$, and for $n=4$, the Floquet discriminant consists of $\operatorname{tr}(\mathbf{M}(\lambda))$ and $\frac{1}{2}\left(\operatorname{tr}(\mathbf{M}(\lambda))^{2}-\operatorname{tr}\left(\mathbf{M}^{2}(\lambda)\right)\right)$. The latter is necessarily real.

### 1.1 Spectrum on the imaginary axis

If the monodromy matrix of (1.2), evaluated at $\lambda \in \mathbb{C}$, possesses $m$ simple eigenvalues along the unit circle - that is, the characteristic polynomial of the monodromy matrix has $m$ simple roots on the unit circle - then it follows from the Floquet theorem that $\lambda$ belongs to the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) with an algebraic multiplicity $m$. Consequently, our interest lies in determining the number of eigenvalues of the monodromy matrix on the unit circle. This task can be intricate, but we will explore how generalized Hamiltonian symmetry can facilitate the process.

Suppose that $\mathbf{A}(x, \lambda)$ is an $n \times n$ matrix-valued function, periodic in $x$, satisfying (A1) and (A2). We deduce from (1.7) that the characteristic polynomial of the monodromy matrix of (1.2) obeys

$$
p(\mu, \lambda)=\mu^{n} \overline{p\left(\frac{1}{\bar{\mu}}, \lambda\right)} \quad \text { for } \lambda \in i \mathbb{R}
$$

whence if $\mu$ is a root of $p(\cdot, \lambda)$ for $\lambda \in i \mathbb{R}$ then $\frac{1}{\bar{\mu}}$ is also a root necessarily with the same multiplicity. In other words, the roots of $p(\cdot, \lambda)$ for $\lambda \in i \mathbb{R}$ are symmetric with respect to reflection across the unit circle. To determine the number of roots on the
unit circle, we exploit the fact that linear fractional transformations map generalized circles to generalized circles. More specifically, we introduce

$$
\begin{equation*}
p^{\sharp}(\nu, \lambda):=(1-i \nu)^{n} p\left(\frac{1+i \nu}{1-i \nu}, \lambda\right), \tag{1.9}
\end{equation*}
$$

which is a real polynomial for $\lambda \in i \mathbb{R}$, and the real roots of $p^{\sharp}(\nu, \lambda)$ for $\lambda \in i \mathbb{R}$ correspond to the roots of $p(\mu, \lambda)$ on the unit circle. (Care must be taken, though, when accounting for roots at $\infty$.) Importantly, the discriminant transforms under the action of $\mathrm{SL}(2, \mathbb{C})$. Specifically, if $p$ is a polynomial of degree $n$ then

$$
\operatorname{disc}_{\nu}\left((c+d \nu)^{n} p\left(\frac{a+b \nu}{c+d \nu}\right)\right)=(a d-b c)^{n(n-1)} \operatorname{disc}_{\mu} p(\mu)
$$

where "disc" means the discriminant. For this and other facts concerning the discriminant we refer the reader to [16]. Consequently, $\operatorname{disc}_{\nu} p^{\sharp}(\nu, \lambda)=(-2 i)^{n(n-1)} \operatorname{disc}_{\mu} p(\mu, \lambda)$, and conditions involving the sign of the discriminant of $p(\mu, \lambda)$ can be expressed in terms of the sign of $\operatorname{disc}_{\nu} p^{\sharp}(\nu, \lambda)$. (Care must be taken, though, because the degree of $p^{\sharp}$ is less than the degree of $p$ when $p$ has a root of -1 .) It is important to note that the discriminant of $p^{\sharp}(\nu, \lambda)$ and, hence, $\operatorname{disc}_{\mu} p(\mu, \lambda)$ are real for $\lambda \in i \mathbb{R}$.

Consequently, the task of counting the number of roots on the unit circle of the characteristic polynomial $p(\mu, \lambda)$ for $\lambda \in i \mathbb{R}$ becomes equivalent to counting the number of real roots of the real polynomial $p^{\sharp}(\nu, \lambda)$, defined in (1.9). Such counting can be accomplished, for instance, by utilizing the Sturm sequence of a polynomial. When dealing with real polynomials with a degree $\leqslant 3$, the number of real roots can be determined by inspecting the discriminant of the polynomial. For polynomials with a degree $\geqslant 4$, additional auxiliary quantities, which depend polynomially on the coefficients of the polynomial, must be taken into account, alongside the discriminant.

Let's examine a somewhat elementary example, involving a second-order equation

$$
\begin{equation*}
v_{x x}+Q(x) v=\lambda^{2} v \tag{1.10}
\end{equation*}
$$

where $Q(x)$ is a real-valued and periodic function and $\lambda \in \mathbb{C}$. We remark that the left side of (1.10) makes a self-adjoint operator. We can reformulate (1.10) as

$$
\mathbf{v}_{x}=\left(\begin{array}{cc}
0 & \lambda  \tag{1.11}\\
\lambda-\frac{1}{\lambda} Q(x) & 0
\end{array}\right) \mathbf{v}=: \mathbf{A}(x, \lambda) \mathbf{v}
$$

and we confirm that (A1) and (A2) hold true for $\mathbf{B}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. Incidentally, (1.11) does not take the usual symplectic form of the spectral problem for the Schrödinger operator, for which $\mathbf{A}^{\top}(x, \lambda) \mathbf{B}=-\mathbf{B} \mathbf{A}(x, \lambda)$ for some skew-symmetric matrix $\mathbf{B}$.

Let $\mathbf{M}(\lambda)$ denote the $2 \times 2$ monodromy matrix of (1.11). The characteristic polynomial of the monodromy matrix takes the form

$$
p(\mu, \lambda)=\mu^{2}-\operatorname{tr}(\mathbf{M}(\lambda)) \mu+1
$$

and (1.9) becomes $p^{\sharp}(\nu, \lambda)=-(2+\operatorname{tr}(\mathbf{M}(\lambda))) \nu^{2}+2-\operatorname{tr}(\mathbf{M}(\lambda))$. Consequently,

$$
\operatorname{disc}_{\nu} p^{\sharp}(\nu, \lambda)=4\left(4-\operatorname{tr}(\mathbf{M}(\lambda))^{2}\right)
$$

This reproduces the well-known result $[36,13,48]$ that the $L^{2}(\mathbb{R})$ essential spectrum of (1.11) has a band when the Floquet discriminant $\operatorname{tr}(\mathbf{M}(\lambda))$, which is real for $\lambda \in i \mathbb{R}$, lies within the interval $(-2,2)$, a band edge with a double eigenvalue of 1 or -1 if $\operatorname{tr}(\mathbf{M}(\lambda))= \pm 2$, and a gap otherwise.

When dealing with higher-order equations that exhibit generalized Hamiltonian symmetry, we wish to likewise establish that the monodromy matrix of (1.2) at $\lambda \in i \mathbb{R}$ has $m$ simple eigenvalues on the unit circle, or, equivalently, $\lambda$ belongs to the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) with an algebraic multiplicity $m$, if and only if the Floquet discriminant lies within a region $\Omega_{m} \subset \mathbb{R}^{n-1}$, which can be explicitly computed. For example, for $n=3$ and considering the generalized $K d V$ equation, we can demonstrate that $\Omega_{3} \subset \mathbb{R}^{2}$ makes to a deltoidal region, bounded by a hypocycloid with three cusps, and $\lambda \in i \mathbb{R}$ is in the $L^{2}(\mathbb{R})$ essential spectrum with an algebraic multiplicity three if and only if the Floquet discriminant $\operatorname{tr}(\mathbf{M}(\lambda))$ lies within $\Omega_{3}$. Similarly, for $n=4$ and the nonlinear Schrödinger equation, $\Omega_{4} \subset \mathbb{R}^{3}$ makes a tetrahedral region with four cusps. Theorems 2 and 3 provide further details.

### 1.2 Bifurcation of the spectrum away from the imaginary axis

We are also interested in Hopf bifurcations of the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) away from the imaginary axis, which can manifest not only in the vicinity of the origin in the complex plane - namely, modulational instability-but also away from $0 \in \mathbb{C}$. This holds significant importance when investigating the stability and instability of periodic traveling waves in Hamiltonian PDEs. For second-order equations, the third author and collaborators $[26,25,27,37]$ have offered a comprehensive theoretical explanation of such bifurcations. For higher-order equations, however, our understanding remains limited, and only a few results [19, 41] are available for small amplitudes, relying on perturbative techniques. Detecting all the spectrum off the imaginary axis for equations of all orders could be an insurmountable task. Here our objective is to derive a bifurcation index, a polynomial in the Floquet discriminant and its derivative, which can be utilized to locate points along the imaginary axis where bifurcations of the spectrum away from the axis may occur.

We continue assuming that $\mathbf{A}(x, \lambda)$ is an $n \times n$ matrix-valued function, periodic in $x$, and (A1) and (A2) hold true. Suppose that the characteristic polynomial of the monodromy matrix of (1.2) satisfies

$$
p\left(\mu_{0}, \lambda_{0}\right)=0 \quad \text { for some } \mu_{0} \in \mathbb{C},\left|\mu_{0}\right|=1, \quad \text { for some } \lambda_{0} \in i \mathbb{R}
$$

(More generally, the characteristic polynomial may vanish on subsets of the unit circle, each with co-dimension one.) It then follows from the implicit function theorem that we can solve $p(\mu, \lambda)=0$ uniquely for $\lambda$ as a function of $\mu$ in a neighborhood of $\mu_{0}$ and $\lambda_{0}$, as long as $p_{\lambda}\left(\mu_{0}, \lambda_{0}\right) \neq 0$. Consequently, a necessary condition for the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) to bifurcate at $\lambda_{0} \in i \mathbb{R}$ away from the imaginary axis in a transversal manner - in addition to the spectrum on the axis itself-is

$$
p_{\lambda}\left(\mu_{0}, \lambda_{0}\right)=0
$$

Since both $p(\mu, \lambda)$ and $p_{\lambda}(\mu, \lambda)$ are polynomials in $\mu$, they will simultaneously vanish if and only if their resultant with respect to $\mu$ vanishes. Therefore, a necessary condition
for the bifurcation of the spectrum away from the imaginary axis is

$$
\begin{equation*}
\operatorname{res}_{\mu}\left(p(\mu, \lambda), p_{\lambda}(\mu, \lambda)\right)=0 \quad \text { for some } \lambda \in i \mathbb{R}, \tag{1.12}
\end{equation*}
$$

where "res" means the resultant.
For example, let's consider (1.11) and a straightforward calculation reveals that

$$
\operatorname{res}_{\mu}\left(p(\mu, \lambda), p_{\lambda}(\mu, \lambda)\right)=\operatorname{tr}\left(\mathbf{M}_{\lambda}(\lambda)\right)^{2} .
$$

Indeed, if the $L^{2}(\mathbb{R})$ essential spectrum of (1.11) bifurcates at $\lambda \in i \mathbb{R}$ away from the imaginary axis then $\operatorname{tr}\left(\mathbf{M}_{\lambda}(\lambda)\right)=0$. Conversely, it is well-known [36] that the Floquet discriminant for a second-order self-joint operator is monotonous within bands.

For third-order equations, under some additional assumptions, we can establish that (1.12) is also a sufficient condition for the bifurcation of the spectrum away from the imaginary axis. Theorem 4 provides further details.

### 1.3 Main results

For second-order self-adjoint operators, such as (1.11), the Floquet discriminant, the trace of the monodromy matrix, can be used to determine whether the $L^{2}(\mathbb{R})$ essential spectrum has a band or a gap. For third-order and fourth-order equations that exhibit generalized Hamiltonian symmetry, the Floquet discriminant can likewise determine the algebraic multiplicity of the spectrum along the imaginary axis.

Theorem 2 (Spectrum on the imaginary axis for third-order equations). Suppose that $\mathbf{A}(x, \lambda)$ is a $3 \times 3$ matrix-valued function, periodic in $x$, satisfying (A1) and (A2). Suppose that $\operatorname{tr}(\mathbf{A}(x, \lambda))=0$ for all $x \in \mathbb{R}$ and $\lambda \in \mathbb{C}$. Let $\mathbf{M}(\lambda)$ denote the monodromy matrix of (1.2), and $\mathbf{M}(\lambda)$ for $\lambda \in i \mathbb{R}$ must have either one or three eigenvalues along the unit circle, counted by algebraic multiplicity.

Recall that the Floquet discriminant is $\boldsymbol{f}(\lambda)=\operatorname{tr}(\mathbf{M}(\lambda))$ for $\lambda \in i \mathbb{R}$, and we write $\boldsymbol{f}(\lambda)=f_{1}(\lambda)+i f_{2}(\lambda)$. Let

$$
\begin{align*}
\Delta_{3}(\lambda) & =|\boldsymbol{f}(\lambda)|^{4}-4 \boldsymbol{f}(\lambda)^{3}-4 \overline{\boldsymbol{f}(\lambda)}^{3}+18|\boldsymbol{f}(\lambda)|^{2}-27  \tag{1.13}\\
& =\left(\left(f_{1}^{2}+f_{2}^{2}\right)^{2}-8\left(f_{1}^{3}-3 f_{1} f_{2}^{2}\right)+18\left(f_{1}^{2}+f_{2}^{2}\right)-27\right)(\lambda),
\end{align*}
$$

and the followings hold true:

- If $\Delta_{3}(\lambda)<0$ then $\mathbf{M}(\lambda)$ has three distinct eigenvalues on the unit circle, implying that $\lambda \in i \mathbb{R}$ belongs to the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) with an algebraic multiplicity three.
- If $\Delta_{3}(\lambda)>0$, on the other hand, then $\mathbf{M}(\lambda)$ has three eigenvalues: one on the unit circle, one inside the unit circle, and one outside the unit circle. The latter two have the same argument.
- If $\Delta_{3}(\lambda)=0$ then $\mathbf{M}(\lambda)$ has three eigenvalues on the unit circle, counted with their algebraic multiplicities, and at least two of them are degenerate.
Alternatively, let

$$
\begin{equation*}
\Gamma=\left\{2 e^{i \theta}+e^{-2 i \theta} \in \mathbb{C}: \theta \in[-\pi, \pi]\right\} \tag{1.14}
\end{equation*}
$$

denote the deltoid curve or a Steiner curve, a hypocycloid with three cusps, and the followings hold true:

- If $\boldsymbol{f}(\lambda)$ lies inside $\Gamma$, the connected component of $\mathbb{C} \backslash \Gamma$ containing 0 , then $\mathbf{M}(\lambda)$ has three distinct eigenvalues on the unit circle.
- If $\boldsymbol{f}(\lambda)$ lies outside $\Gamma$, the connected component of $\mathbb{C} \backslash \Gamma$ containing $\infty$, then $\mathbf{M}(\lambda)$ has three eigenvalues: one on the unit circle, one inside the unit circle, and one outside the unit circle.
- If $\boldsymbol{f}(\lambda)$ lies on $\Gamma$ then $\mathbf{M}(\lambda)$ has three eigenvalues on the unit circle and at least one eigenvalue has a higher multiplicity. Specifically, one eigenvalue has an algebraic multiplicity one and another has a multiplicity two unless $\boldsymbol{f}(\lambda)$ coincides with one of the cusps of $\Gamma-3,3 e^{2 \pi i / 3}$, and $3 e^{4 \pi i / 3}$ - in which cases $1, e^{2 \pi i / 3}$, and $e^{4 \pi i / 3}$ respectively are eigenvalues with an algebraic multiplicity three.

Proof. The proof begins by observing that the characteristic polynomial of the monodromy matrix of (1.2) takes the form

$$
p(\mu, \lambda)=-\mu^{3}+\boldsymbol{f}(\lambda) \mu^{2}-\boldsymbol{f}(-\lambda) \mu+1, \quad \lambda \in \mathbb{C},
$$

where $\boldsymbol{f}(\lambda)=\operatorname{tr}(\mathbf{M}(\lambda))$, and

$$
\begin{equation*}
p(\mu, \lambda)=-\mu^{3}+\boldsymbol{f}(\lambda) \mu^{2}-\overline{\boldsymbol{f}(\lambda)} \mu+1, \quad \lambda \in i \mathbb{R}, \tag{1.15}
\end{equation*}
$$

by (1.6) and (1.7). Consequently, if $\mu$ is a root of $p(\cdot, \lambda)$ for $\lambda \in i \mathbb{R}$ then $\frac{1}{\bar{\mu}}$ is also a root. Since $p(\mu, \lambda), \lambda \in i \mathbb{R}$, has three roots, counted with their algebraic multiplicities, at least one root must satisfy $\mu=\frac{1}{\mu}$, implying that it lies on the unit circle. Consequently, $p(\mu, \lambda), \lambda \in i \mathbb{R}$, has either one or three roots on the unit circle.

To determine whether all three roots of $p(\mu, \lambda), \lambda \in i \mathbb{R}$, lie on the unit circle or if two of them fall off it, we can inspect the sign of the discriminant. Specifically, the number of roots changes if and only if $p(\mu, \lambda), \lambda \in i \mathbb{R}$, has a double root or, equivalently, the discriminant becomes zero. Let $\boldsymbol{f}=f_{1}+i f_{2}$, and $\operatorname{disc}\left(-\mu^{3}+\left(f_{1}+i f_{2}\right) \mu^{2}-\left(f_{1}-i f_{2}\right) \mu+1\right)$ gives rise to $\Delta_{3}$, defined in (1.13).

Additionally, a direct calculation reveals that the deltoid curve, defined by (1.14), in the complex coordinates, or, equivalently,

$$
(2 \cos (\theta)+\cos (2 \theta), 2 \sin (\theta)-\sin (2 \theta))
$$

in polar coordinates, corresponds to $\Delta_{3}=0$ in the $\left(f_{1}, f_{2}\right)$ coordinates. This completes the proof.

The left panel of Figure 1 depicts the region in $\mathbb{R}^{2}(=\mathbb{C})$, enclosed by the deltoid curve $\Gamma$, defined in (1.14). The monodromy matrix of (1.2) at $\lambda \in i \mathbb{R}$ possesses three simple eigenvalues on the unit circle, or, equivalently, $\lambda$ belongs to the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) with an algebraic multiplicity three, if and only if the Floquet discriminant lies within the deltoidal region.

Remark. The deltoid curve $\Gamma$, defined in (1.14) and also known as a Steiner curve, is a hypocycloid with three cusps, and it is the path traced by a point on the circumference of a circle with a radius 1 as it rolls without slipping along the interior of a circle with a radius 3. The fact that $\Gamma$ shows up in Theorem 2 may not be as surprising as it appears. In fact, the range of the trace operator

$$
\operatorname{tr}: \mathrm{SU}(3) \rightarrow \mathbb{C}
$$



Figure 1: The deltoidal region in $\mathbb{R}^{2}$ (left) and tetrahedral region in $\mathbb{R}^{3}$ (right). For thirdorder and fourth-order equations with generalized Hamiltonian symmetry, the monodromy matrix has three and four simple eigenvalues, respectively, along the unit circle - or, equivalently, the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) has an algebraic multiplicity three and four, respectively, on the imaginary axis - if and only if the Floquet discriminant lies in the blue region.
coincides with $\Gamma$ and its interior [28]. Consequently, if $\operatorname{tr}(\mathbf{M}(\lambda))$ lies within the interior of $\Gamma$ then $\mathbf{M}(\lambda)$ is similar to a matrix in $\mathrm{SU}(3)$. This suggests a connection among the deltoid curve, the range of the trace operator, and the monodromy matrix.

Theorem 3 (Spectrum on the imaginary axis for fourth-order equations). Suppose that $\mathbf{A}(x, \lambda)$ is a $4 \times 4$ matrix-valued function, periodic in $x$, satisfying (A1) and (A2). Suppose that $\operatorname{tr}(\mathbf{A}(x, \lambda))=0$ for all $x \in \mathbb{R}$ and $\lambda \in \mathbb{C}$. Let $\mathbf{M}(\lambda)$ denote the monodromy matrix of (1.2), and for $\lambda \in i \mathbb{R}$, it must have zero, two, or four eigenvalues along the unit circle, counted by algebraic multiplicity.

Recall that the Floquet discriminant is $\boldsymbol{f}(\lambda)=\left(f_{1}(\lambda), f_{2}(\lambda), f_{3}(\lambda)\right) \in \mathbb{R}^{3}(=\mathbb{C} \times \mathbb{R})$ for $\lambda \in i \mathbb{R}$, where

$$
\begin{equation*}
f_{1}(\lambda)+i f_{2}(\lambda)=\operatorname{tr}(\mathbf{M}(\lambda)) \quad \text { and } \quad f_{3}(\lambda)=\frac{1}{2}\left(\operatorname{tr}(\mathbf{M}(\lambda))^{2}-\operatorname{tr}\left(\mathbf{M}^{2}(\lambda)\right)\right) \tag{1.16}
\end{equation*}
$$

Let

$$
\begin{align*}
\Delta_{4}= & -4\left(f_{1}^{6}+f_{2}^{6}\right)-12 f_{1}^{2} f_{2}^{2}\left(f_{1}^{2}+f_{2}^{2}\right)+\left(f_{1}^{2}+f_{2}^{2}\right)^{2} f_{3}^{2} \\
& +36\left(f_{1}^{4}-f_{2}^{4}\right) f_{3}-8\left(f_{1}^{2}-f_{2}^{2}\right) f_{3}^{3} \\
& -60\left(f_{1}^{4}+f_{2}^{4}\right)+312 f_{1}^{2} f_{2}^{2}+16 f_{3}^{4}-80\left(f_{1}^{2}+f_{2}^{2}\right) f_{3}^{2}  \tag{1.17}\\
& +288\left(f_{1}^{2}-f_{2}^{2}\right) f_{3}-192\left(f_{1}^{2}+f_{2}^{2}\right)-128 f_{3}^{2}+256
\end{align*}
$$

and

$$
\begin{align*}
& P_{4}=8\left(2 f_{1}+f_{3}+2\right)\left(2 f_{3}-12\right)-48 f_{2}^{2}  \tag{1.18}\\
& D_{4}=-256\left(4 f_{1}^{4}+3 f_{2}^{4}+f_{1}^{2}\left(4 f_{2}^{2}+\left(-6+f_{3}\right)^{2}\right)\right. \\
&  \tag{1.19}\\
& \\
& \quad+f_{2}^{2}\left(28+12 f_{3}-f_{3}^{2}\right)+4 f_{1}^{3}\left(2+f_{3}\right) \\
& \\
& \left.\quad-4\left(-2+f_{3}\right)\left(2+f_{3}\right)^{2}+16 f_{1}\left(4+2 f_{2}^{2}-f_{3}^{2}\right)\right) .
\end{align*}
$$

Suppose that $\Delta_{4}(\lambda), P_{4}(\lambda), D_{4}(\lambda) \neq 0$, and $\lambda \in i \mathbb{R}$ must belong to the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) with:

- multiplicity 4 if $\Delta_{4}(\lambda)>0, P_{4}(\lambda), D_{4}(\lambda)<0$,
- multiplicity 2 if $\Delta_{4}(\lambda)<0$, and
- multiplicity 0 if $\Delta_{4}(\lambda)>0$ while $P_{4}(\lambda)$ or $D_{4}(\lambda)>0$.

Proof. The proof resembles that of Theorem 2, observing that the characteristic polynomial of the monodromy matrix of (1.2) takes the form

$$
\begin{equation*}
p(\mu, \lambda)=\mu^{4}-\left(f_{1}(\lambda)+i f_{2}(\lambda)\right) \mu^{3}+f_{3}(\lambda) \mu^{2}-\left(f_{1}(\lambda)-i f_{2}(\lambda)\right) \mu+1 \tag{1.20}
\end{equation*}
$$

for $\lambda \in i \mathbb{R}$, by generalized Hamiltonian symmetry. Here $f_{1}, f_{2}, f_{3}$ are defined in (1.16). We remark that $f_{3}$ is necessarily real although $f_{1}+i f_{2}$ does not have to be. However, $f_{1}+i f_{2}$ becomes real, for instance, for the linearization of the nonlinear Schrödinger equation about a trivial phase solution, thanks to additional symmetry.

The discriminant of (1.20) leads to $\Delta_{4}$, defined in (1.17). When $\Delta_{4} \neq 0$, the eigenvalues of the monodromy matrix of (1.2) on the unit circle are distinct, and these eigenvalues determine the algebraic multiplicity of the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) on the imaginary axis. To count the number of eigenvalues of the monodromy matrix on the unit circle, we can inspect the signs of (1.17), (1.18), (1.19), provided that $\Delta_{4}, P_{4}, D_{4} \neq 0$. We omit the details.

The right panel of Figure 1 shows the regions in $\mathbb{R}^{3}(=\mathbb{C} \times \mathbb{R})$ that correspond to different algebraic multiplicities of the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) along the imaginary axis. The multiplicity of $\lambda \in i \mathbb{R}$ is four when the Floquet discriminant lies within the tetrahedral region, depicted in blue. The multiplicity is zero-that is, $\lambda$ is not in the spectrum - when the Floquet discriminant is within the red region, and the multiplicity is two in the remaining region of $\mathbb{R}^{3}$.

The tetrahedral region is bounded in $\mathbb{R}^{3}$ because if all eigenvalues of the monodromy matrix lie on the unit circle then

$$
\left|\left(f_{1}, f_{2}\right)\right| \leqslant 4 \quad \text { and } \quad\left|f_{3}\right| \leqslant 6
$$

The region has four cusps located at $\left(f_{1}, f_{2}, f_{3}\right)=( \pm 4,0,6)$ and $(0, \pm 4,6)$, at which the characteristic polynomial of the monodromy matrix simplifies to $(\mu \mp 1)^{4}$ and $(\mu \mp i)^{4}$ respectively. The blue and the red regions are tangent to each other along the parabolic segments, in green, which can be parametrized as

$$
\left(f_{1}, f_{2}, f_{3}\right)=\left(-4 \cos (\theta), 0,2+4 \cos ^{2}(\theta)\right) \quad \text { and } \quad\left(0,-4 \cos (\theta),-2-4 \cos ^{2}(\theta)\right),
$$

where $\theta \in[-\pi, \pi]$. Along these curves, the monodromy matrix of (1.2) has two distinct eigenvalues each with an algebraic multiplicity two. The remaining four edges of the tetrahedral region, in magenta, can be represented by the curve parametrized as

$$
(3 \cos (\theta)+\cos (3 \theta),-3 \sin (\theta)+\sin (3 \theta), 6 \cos (2 \theta))
$$

Along these curves, the monodromy matrix has one eigenvalue with a multiplicity four.
Interestingly, when the tetrahedral region is projected onto the $f_{3}=0$ plane, it forms a region bounded by an astroid curve in $\mathbb{R}^{2}$, a hypocycloid with four cusps, which can be parametrized as

$$
\left(f_{1}, f_{2}\right)=(3 \cos (\theta)+\cos (3 \theta),-3 \sin (\theta)+\sin (3 \theta)) .
$$

Recall the connection between the range of $\operatorname{tr}: \mathrm{SU}(3) \rightarrow \mathbb{C}$ and the deltoid curve defined in (1.14). Similarly, the range of the trace operator $\operatorname{tr}: \mathrm{SU}(4) \rightarrow \mathbb{C}$ coincides with the astroid curve and its interior.

Remark. The deltoidal and tetrahedral regions in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ can be seen as analogous to taking the interval $(-2,2) \subset \mathbb{R}$ for second-order self-adjoint operators and extending it to third-order and fourth-order equations with generalized Hamiltonian symmetry. Going further, it is possible to explicitly calculate a region in $\mathbb{R}^{n-1}$ for $n$-th order equations, such that the monodromy matrix of (1.2) at $\lambda \in i \mathbb{R}$ has $n$ simple eigenvalues on the unit circle or, equivalently, $\lambda$ is in the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) with an algebraic multiplicity $n$ if and only if the Floquet discriminant lies within the region. In Section 4 we present an example for $n=5$. However, it is important to note that as the order of the equation increases, the Floquet discriminant becomes more challenging to compute analytically as well as numerically.

The region where the purely imaginary spectrum of an $n$-th order equation has an algebraic multiplicity $n$ is bounded in $\mathbb{R}^{n-1}$ with $n$ cusps, at which the characteristic polynomial of the monodromy matrix becomes $\left(\mu-e^{2 \pi i k / n}\right)^{n}, k=0,1, \ldots, n-1$. On the other hand, the regions corresponding to multiplicities $<n$ are unbounded in $\mathbb{R}^{n-1}$.

Remark. Theorems 2 and 3 provide characterization of the spectrum along the imaginary axis in terms of the relevant Floquet discriminant. One can extend this characterization to cover the entire complex plane, albeit at the cost of introducing both $\boldsymbol{f}(\lambda)$ and $\boldsymbol{f}(-\lambda)$. It is important to note that $\boldsymbol{f}(\lambda)$ and $\boldsymbol{f}(-\lambda)$ are no longer complex conjugate for a general complex number $\lambda$.

Indeed, suppose that $\mathbf{A}(x, \lambda)$ is an $n \times n$ matrix valued function, periodic in $x$, satisfying (A1) and (A2). Let $p(\mu, \lambda)$ denote the characteristic polynomial of the monodromy matrix of (1.2). A necessary condition for $\lambda \in \mathbb{C}$ to be in the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) is

$$
\operatorname{res}_{\mu}\left(p(\mu, \lambda), p^{\sharp}(\mu, \lambda)\right)=0,
$$

where $\left.p^{\sharp}(\mu, \lambda)=\mu^{n} \overline{p\left(\frac{1}{\bar{\mu}}, \lambda\right.}\right)$. This is also a sufficient condition for $n \leqslant 3$, but not for $n \geqslant 4$. It is worth noting that $\operatorname{res}_{\mu}\left(p(\mu, \lambda), p^{\sharp}(\mu, \lambda)\right)=0$ when $\lambda$ lies on the imaginary
axis. For third-order equations, the necessary and sufficient condition becomes

$$
\begin{aligned}
\operatorname{res}_{\mu}\left(p, p^{\sharp}\right)= & -\boldsymbol{f}(\lambda)^{2} \overline{\boldsymbol{f}(\lambda)} \boldsymbol{f}(-\lambda)+\boldsymbol{f}(\lambda)^{2} \overline{\boldsymbol{f}(\lambda)}^{2}+\overline{\boldsymbol{f}(\lambda)} \boldsymbol{f}(-\lambda) \overline{\boldsymbol{f}(-\lambda)}^{2} \\
& +3 \overline{\boldsymbol{f}(\lambda)} \boldsymbol{f}(-\lambda)^{2}-3 \overline{\boldsymbol{f}(\lambda)}^{2} \boldsymbol{f}(-\lambda)-\boldsymbol{f}(\lambda) \overline{\boldsymbol{f}(\lambda)}^{2} \overline{\boldsymbol{f}(-\lambda)} \\
& +\overline{\boldsymbol{f}(\lambda)}^{3}+\boldsymbol{f}(\lambda)^{3}-3 \boldsymbol{f}(\lambda)^{2}{\overline{\boldsymbol{f}(-\lambda)}+\boldsymbol{f}(\lambda) \boldsymbol{f}(-\lambda)^{2}}_{\overline{\boldsymbol{f}}(-\lambda)^{2}} \\
& -\boldsymbol{f}(-\lambda)^{2}{\overline{\boldsymbol{f}(-\lambda)^{2}}}^{2}-\boldsymbol{f}(-\lambda)^{3}+3 \boldsymbol{f}(\lambda) \overline{\boldsymbol{f}(-\lambda)}^{3}-\overline{\boldsymbol{f}(-\lambda)}^{2}=0 .
\end{aligned}
$$

This can be computed entirely using the monodromy matrix because $p(\mu, \lambda)=\operatorname{det}(\mathbf{M}(\lambda)-\mu \mathbf{I})=$ $-\mu^{3}+\boldsymbol{f}(\lambda) \mu^{2}-\boldsymbol{f}(-\lambda) \mu+1$.

For second-order self-adjoint operators, such as (1.11), the derivative of the Floquet discriminant determines whether the $L^{2}(\mathbb{R})$ essential spectrum bifurcates away from the imaginary axis. For third-order equations that exhibit generalized Hamiltonian symmetry, the Floquet discriminant and its derivative can likewise be used for a necessary condition for such bifurcations. Furthermore, under some additional assumptions, the necessary condition can also serve as a sufficient condition.

Theorem 4 (Spectrum away from the imaginary axis for third-order equations). Suppose that $\mathbf{A}(x, \lambda)$ is a $3 \times 3$ matrix-valued function, periodic in $x$, satisfying (A1) and (A2). Suppose that $\operatorname{tr}(\mathbf{A}(x, \lambda))=0$ for all $x \in \mathbb{R}$ and $\lambda \in \mathbb{C}$. Let $\boldsymbol{f}(\lambda), \lambda \in i \mathbb{R}$, denote the Floquet discriminant. If the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) bifurcates at $\lambda \in i \mathbb{R}$ away from the imaginary axis in a transversal manner, alongside the spectrum on the axis, then

$$
\begin{equation*}
\Phi_{3}(\lambda):=\boldsymbol{f}^{\prime}(\lambda)^{3}+\boldsymbol{f}^{\prime}(-\lambda)^{3}+\boldsymbol{f}(\lambda) \boldsymbol{f}^{\prime}(-\lambda)^{2} \boldsymbol{f}^{\prime}(\lambda)+\boldsymbol{f}(-\lambda) \boldsymbol{f}^{\prime}(\lambda)^{2} \boldsymbol{f}^{\prime}(-\lambda)=0 \tag{1.21}
\end{equation*}
$$

Here and elsewhere, the prime means ordinary differentiation. Conversely, if $\Phi_{3}(\lambda)=0$ and if

$$
\begin{equation*}
\Delta_{3}(\lambda) \neq 0 \quad \text { and } \quad \boldsymbol{f}^{\prime}(-\lambda) \boldsymbol{f}^{\prime \prime}(\lambda) \neq-\boldsymbol{f}^{\prime}(\lambda) \boldsymbol{f}^{\prime \prime}(-\lambda) \tag{1.22}
\end{equation*}
$$

where $\Delta_{3}$ is in (1.13), then the spectrum of (1.1) bifurcates at $\lambda$ away from the imaginary axis. Moreover, the spectrum exhibits the normal form

$$
\Delta \lambda=\alpha \sqrt{\Delta \mu}+o(\sqrt{\Delta \mu}) \quad \text { for }|\Delta \lambda|,|\Delta \mu| \ll 1
$$

Note that $\Phi_{3}(\lambda)$ is real for $\lambda \in i \mathbb{R}$ by (1.7).
Proof. Recall from the proof of Theorem 2 that the characteristic polynomial of the monodromy matrix of (1.2) is

$$
p(\mu, \lambda)=-\mu^{3}+\boldsymbol{f}(\lambda) \mu^{2}-\boldsymbol{f}(-\lambda) \mu+1 .
$$

Suppose that $p\left(\mu_{0}, \lambda_{0}\right)=0$ for some $\mu_{0} \in \mathbb{C},\left|\mu_{0}\right|=1$, for some $\lambda_{0} \in i \mathbb{R}$. It follows from the implicit function theorem that we can solve $p(\mu, \lambda)=0$ uniquely for $\lambda$ as a function of $\mu$ in a neighborhood of $\mu_{0}$ and $\lambda_{0}$, provided that

$$
\boldsymbol{f}^{\prime}\left(\lambda_{0}\right) \mu_{0}^{2}+\boldsymbol{f}^{\prime}\left(-\lambda_{0}\right) \mu_{0}=p_{\lambda}\left(\mu_{0}, \lambda_{0}\right) \neq 0,
$$

whence $\boldsymbol{f}^{\prime}\left(\lambda_{0}\right) \mu_{0}+\boldsymbol{f}^{\prime}\left(-\lambda_{0}\right) \neq 0$ because $p(0, \lambda)=1$ for all $\lambda \in \mathbb{C}$. Consequently, if the implicit function theorem fails for $p(\mu, \lambda)=0$ near $\mu_{0}$ and $\lambda_{0}$ then

$$
\begin{equation*}
f^{\prime}\left(\lambda_{0}\right) \mu_{0}+f^{\prime}\left(-\lambda_{0}\right)=0, \tag{1.23}
\end{equation*}
$$

implying

$$
\mu_{0}=-\frac{\boldsymbol{f}^{\prime}\left(-\lambda_{0}\right)}{\boldsymbol{f}^{\prime}\left(\lambda_{0}\right)} \quad \text { or } \quad \boldsymbol{f}^{\prime}\left(\lambda_{0}\right)=0
$$

Note that $-\frac{\boldsymbol{f}^{\prime}\left(-\lambda_{0}\right)}{\boldsymbol{f}^{\prime}\left(\lambda_{0}\right)}$ for $\lambda_{0} \in i \mathbb{R}$ necessarily lies on the unit circle although it does not have to be the case for $\lambda_{0} \notin i \mathbb{R}$. Moreover, if $\boldsymbol{f}^{\prime}\left(\lambda_{0}\right)=0$ for $\lambda_{0} \in i \mathbb{R}$ then $\boldsymbol{f}^{\prime}\left(-\lambda_{0}\right)=0$. Therefore, if the implicit function theorem fails for $p(\mu, \lambda)=0$ near $\mu_{0}$ and $\lambda_{0}$ then

$$
\begin{aligned}
& p\left(-\frac{\boldsymbol{f}^{\prime}\left(-\lambda_{0}\right)}{\boldsymbol{f}^{\prime}\left(\lambda_{0}\right)}, \lambda_{0}\right) \\
= & \frac{1}{\boldsymbol{f}^{\prime}\left(\lambda_{0}\right)^{3}}\left(\boldsymbol{f}^{\prime}\left(-\lambda_{0}\right)^{3}+\boldsymbol{f}\left(\lambda_{0}\right) \boldsymbol{f}^{\prime}\left(-\lambda_{0}\right)^{2} \boldsymbol{f}^{\prime}\left(\lambda_{0}\right)+\boldsymbol{f}\left(-\lambda_{0}\right) \boldsymbol{f}^{\prime}\left(-\lambda_{0}\right) \boldsymbol{f}^{\prime}\left(\lambda_{0}\right)^{2}+\boldsymbol{f}^{\prime}\left(\lambda_{0}\right)^{3}\right)=0
\end{aligned}
$$

which gives rise to $\Phi_{3}$, defined in (1.21). Alternatively, we can calculate

$$
\operatorname{res}_{\mu}\left(p(\mu, \lambda), p_{\lambda}(\mu, \lambda)\right)=\boldsymbol{f}^{\prime}(\lambda)^{3}+\boldsymbol{f}^{\prime}(-\lambda)^{3}+\boldsymbol{f}(\lambda) \boldsymbol{f}^{\prime}(-\lambda)^{2} \boldsymbol{f}^{\prime}(\lambda)+\boldsymbol{f}(-\lambda) \boldsymbol{f}^{\prime}(\lambda)^{2} \boldsymbol{f}^{\prime}(-\lambda) .
$$

Recall that the resultant of two polynomials is zero if and only if they share a common root. Therefore, if the implicit function theorem fails for $p(\mu, \lambda)=0$ near $\mu_{0}$ and $\lambda_{0}$ then $\operatorname{res}_{\mu}\left(p\left(\mu_{0}, \lambda_{0}\right), p_{\lambda}\left(\mu_{0}, \lambda_{0}\right)\right)=0$.

Conversely, suppose that $\Phi_{3}\left(\lambda_{0}\right)=0$ for some $\lambda_{0} \in i \mathbb{R}$, implying that

$$
p\left(\mu_{0}, \lambda_{0}\right)=p_{\lambda}\left(\mu_{0}, \lambda_{0}\right)=0 \quad \text { for some } \mu_{0} \in \mathbb{C},\left|\mu_{0}\right|=1 \text {, satisfying (1.23). }
$$

Suppose that (1.22) holds true. The former holds true if and only if $p\left(\mu, \lambda_{0}\right)=0$ has three distinct roots, whence $p_{\mu}\left(\mu_{0}, \lambda_{0}\right) \neq 0$. The latter, on the other hand, can be written as

$$
\mu_{0} f^{\prime \prime}\left(\lambda_{0}\right) \neq f^{\prime \prime}\left(-\lambda_{0}\right),
$$

by (1.23), whence $p_{\lambda \lambda}\left(\mu_{0}, \lambda_{0}\right) \neq 0$. We wish to solve

$$
\begin{aligned}
0 & =p(\mu, \lambda) \\
& =p\left(\mu_{0}, \lambda_{0}\right)+p_{\lambda}\left(\mu_{0}, \lambda_{0}\right) \Delta \lambda+p_{\mu}\left(\mu_{0}, \lambda_{0}\right) \Delta \mu+\frac{1}{2} p_{\lambda \lambda}\left(\mu_{0}, \lambda_{0}\right)(\Delta \lambda)^{2}+o\left((\Delta \lambda)^{2}, \Delta \mu\right) \\
& =\frac{1}{2} p_{\lambda \lambda}\left(\mu_{0}, \lambda_{0}\right)(\Delta \lambda)^{2}+p_{\mu}\left(\mu_{0}, \lambda_{0}\right) \Delta \mu+o\left((\Delta \lambda)^{2}, \Delta \mu\right),
\end{aligned}
$$

where we assume that $|\Delta \mu|$ and $|\Delta \lambda|$ are sufficiently small. It follows from the Weierstrass preparation theorem that

$$
\Delta \lambda= \pm i \sqrt{\frac{2 p_{\mu}\left(\mu_{0}, \lambda_{0}\right)}{p_{\lambda \lambda}\left(\mu_{0}, \lambda_{0}\right)} \Delta \mu}+o(\sqrt{|\Delta \mu|})
$$

for $|\Delta \mu| \ll 1$. Since $\mu$ must lie on the unit circle, we can take $\Delta \mu=i \mu_{0} r$, where $r \in \mathbb{R}$. Since $p_{\lambda \lambda}\left(\mu_{0}, \lambda_{0}\right) \neq 0$ and since there must be a spectral curve along the imaginary axis in the vicinity of $\mu_{0}$ and $\lambda_{0}, \frac{2 p_{\mu}\left(\mu_{0}, \lambda_{0}\right)}{p_{\lambda \lambda}\left(\mu_{0}, \lambda_{0}\right)} i \mu_{0} r$ must be real. As $r$ varies over positive real values, $\Delta \lambda$ varies over imaginary values, and as $r$ varies over negative real values, $\Delta \lambda$ varis over real values, or vice versa, depending on the sign of $\frac{p_{\mu}\left(\mu_{0}, \lambda_{0}\right)}{p_{\lambda}\left(\mu_{0}, \lambda_{0}\right)} i \mu_{0}$. In either case, two spectral curves emerge near $\mu_{0}$ and $\lambda_{0}$ : one along the imaginary axis and another parallel to the real axis. This completes the proof.

Remark. Let $\mu=e^{i \theta}$, where $\theta \in \mathbb{R}$. Treating $\theta$ as a function of $\lambda \in i \mathbb{R}$, we calculate

$$
\frac{d \theta}{d \lambda}=-\frac{1}{i \mu} \frac{p_{\lambda}(\mu, \lambda)}{p_{\mu}(\mu, \lambda)}=-\frac{\boldsymbol{f}^{\prime}(\lambda) e^{2 i \theta}+\boldsymbol{f}^{\prime}(-\lambda) e^{i \theta}}{i e^{i \theta}\left(-3 e^{2 i \theta}+2 \boldsymbol{f}(\lambda) e^{i \theta}-\boldsymbol{f}(-\lambda)\right)} .
$$

We observe that $p_{\lambda}(\mu, \lambda)=\boldsymbol{f}^{\prime}(\lambda) \mu^{2}+\boldsymbol{f}^{\prime}(-\lambda) \mu$ vanishes if and only if $\Phi_{3}(\lambda)=0$. Similarly, $i \mu p_{\mu}(\mu, \lambda)=-3 i \mu^{3}+2 i \boldsymbol{f}(\lambda) \mu^{2}-i \boldsymbol{f}(-\lambda) \mu$ vanishes if and only if $\Delta_{3}(\lambda)=0$. Consequently, the bifurcation of the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) away from the imaginary axis becomes possible when one of the eigenvalues of the monodromy matrix reverses its direction and starts moving the unit circle in the opposite direction as defined by the Krein signature $[30,32]$.

For higher-order equations with generalized Hamiltonian symmetry, a necessary condition for the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) to bifurcate away from the imaginary axis is (1.12).

Theorem 5 (Spectrum away from the imaginary axis for higher-order equations). Suppose that $\mathbf{A}(x, \lambda)$ is a $n \times n$ matrix-valued function, periodic in $x$, satisfying (A1) and (A2). Let $p(\mu, \lambda)$ denote the characteristic polynomial of the monodromy matrix of (1.2). If the $L^{2}(\mathbb{R})$ essential spectrum of (1.1) bifurcates at $\lambda \in i \mathbb{R}$ away from the imaginary axis in a transversal manner, alongside the spectrum on the axis, then

$$
\begin{equation*}
\Phi_{n}(\lambda):=\operatorname{res}_{\mu}\left(p(\mu, \lambda), p_{\lambda}(\mu, \lambda)\right)=0 \tag{1.24}
\end{equation*}
$$

Remark. Under some assumptions, (1.24) implies that the mapping $\mu \mapsto \lambda(\mu)$ is locally not invertible. However, unlike the case with third-order equations, this is no longer guaranteed for an eigenvalue of the monodromy matrix on the unit circle. We present numerical examples that illustrate the scenario in which the bifurcation index becomes zero, yet no bifurcation of the spectrum takes place away from the imaginary axis.

If the eigenfunctions of (1.1) exhibit an asymptotic behavior consistent with their WKB approximations at leading order as $\lambda$ varies along the imaginary axis towards $\pm i \infty$, and if these approximations coincide with the eigenfunctions of the limiting eigenvalue problem, with constant coefficients, then it becomes possible to determine the algebraic multiplicity of the eigenvalues $\lambda \in i \mathbb{R}$ for $|\lambda| \gg 1$. Additioanlly, Theorem 5 can be applied to establish that, for some classes of quasi-periodic eigenvalue problems for Hamiltonian PDEs, the $L^{2}(\mathbb{R})$ essential spectrum remains along the imaginary axis outside a bounded region of the complex plane. This proves advantageous for numerical computations. It is worth noting that the first two authors and their collaborator [3] present an alternative method for bounding unstable spectra $\notin i \mathbb{R}$, by utilizing an argument based on the Gershgorin circle theorem.

Theorem 6 (Spectrum away from the imaginary axis towards $\pm i \infty$ ). Consider

$$
\begin{equation*}
\lambda v=\left(\partial_{x}^{n}+a_{1}(x) \partial_{x}^{n-1}+\cdots+a_{n}(x)\right) v, \quad \lambda \in \mathbb{C}, \tag{1.25}
\end{equation*}
$$

where $a_{k}(x), k=1,2, \ldots, n$, are real-valued and smooth functions, satisfying $a_{k}(x+$ $T)=a_{k}(x)$ for some $T>0$, the period. For $n$ odd, there exist only a finite number of zeros of $\Phi_{n}(\lambda)$ for $\lambda \in i \mathbb{R}$, defined in (1.24), where $p(\mu, \lambda)$ denotes the characteristic polynomial of the monodromy matrix associated with (1.25). Consequently, there are only a finite number of points along the imaginary axis where the $L^{2}(\mathbb{R})$ essential spectrum of (1.25) bifurcates away from the axis in a transversal manner.

Proof. Utilizing a WKB approximation to (1.25) (see, for instance, [46, Chapter 7] for details), we establish that the fundamental solutions of (1.25) satisfy

$$
v_{k}(x, \lambda) \sim e^{\lambda^{1 / n} \omega_{k} x}, \quad k=1,2, \ldots, n,
$$

for $\lambda \in i \mathbb{R}$ as $|\lambda| \rightarrow \infty$, where $\omega_{k}^{n}=1$, that is, $\omega_{k}$ represent the $n$-th roots of unity. Introducing $\theta_{k}(\lambda)=e^{\lambda^{1 / n} \omega_{k} T}, k=1,2, \ldots, n$, we can approximate the characteristic polynomial of the monodromy matrix associated with (1.25) as

$$
p(\mu, \lambda) \sim \prod_{k=1}^{n}\left(\theta_{k}(\lambda)-\mu\right)=\sum_{k=0}^{n}(-1)^{n-k} e_{k}\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right)(\lambda) \mu^{n-k}
$$

for $\lambda \in i \mathbb{R}$ as $|\lambda| \rightarrow \infty$, where $e_{k}\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right)(\lambda)$ denotes the $k$-th elementary symmetric polynomial in $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$. Recall that the resultant of two polynomials, $p_{1}$ and $p_{2}$, can be determined as the product of $p_{2}$ evaluated at the roots of $p_{1}[16]$, and we can calculate

$$
\begin{align*}
\operatorname{res}_{\mu}\left(p(\mu, \lambda), p_{\lambda}(\mu, \lambda)\right) & \sim(-1)^{n(n-1) / 2} \operatorname{disc}_{\mu} p(\mu, \lambda)\left(\theta_{1} \theta_{2} \cdots \theta_{n} \theta_{1}^{\prime} \theta_{2}^{\prime} \cdots \theta_{n}^{\prime}\right)(\lambda) \\
& =(-1)^{n(n-1) / 2+n+1} n^{-n} T^{n} \operatorname{disc}_{\mu} p(\mu, \lambda) \lambda^{1-n} \tag{1.26}
\end{align*}
$$

for $\lambda \in i \mathbb{R}$ as $|\lambda| \rightarrow \infty$, where the prime means ordinary differentiation. Here the equality uses $\sum \omega_{k}=0$ and $\prod \omega_{k}=(-1)^{n+1}$.

We can explicitly calculate the resultant for the limiting eigenvalue problem of (1.25) for $\lambda \in i \mathbb{R}$ as $|\lambda| \rightarrow \infty$ and, hence, for (1.25) itself at the leading order in $\lambda$. Referring to (1.24), we can determine the bifurcation index for the $L^{2}(\mathbb{R})$ essential spectrum of (1.25) away from the imaginary axis for $\lambda \in i \mathbb{R}$ as $|\lambda| \rightarrow \infty$. Since the characteristic polynomial for the limiting problem $\lambda v=\partial_{x}^{n} v$, for $n$ odd, will have $n$ distinct roots, the discriminant does not vanish, and neither does the resultant. Therefore, any bifurcations of the spectrum of (1.25) away from the imaginary axis will ultimately terminate along the imaginary axis towards $\pm i \infty$. This completes the proof.

Remark. Let $\lambda=i \nu^{n}$, where $\nu \gg 1$, and we can calculate

$$
\begin{align*}
\Phi_{n}(\lambda) & \sim \prod_{1 \leqslant j<k \leqslant n}\left(e^{\lambda^{1 / n} \omega_{j} T}-e^{\lambda^{1 / n} \omega_{k} T}\right)^{2} \\
& =\prod_{1 \leqslant j<k \leqslant n}(2 i)^{n(n-1)} \sin ^{2}\left(\nu T e^{\frac{1+2(j+k) \pi i}{2 n}} \sin \left(\frac{j-k}{n} \pi\right)\right), \tag{1.27}
\end{align*}
$$

which is real for $n$ odd. Indeed, we observe that all arguments of the sine functions either result in purely imaginary values or occur in pairs. When these pairs are multiplied together, they yield real values because they consist of complex numbers symmetric with respect to reflections across either the real or imaginary axis. Utilizing the identity

$$
\sin (a+i b) \sin (a-i b)=\frac{1}{2}(\cosh (2 b)-\cos (2 a)),
$$

we can demonstrate that (1.27) is real for $n$ odd. This also follows from the symmetry of the characteristic polynomial as well as Theorem 6.

For example, when considering the generalized KdV equation (for $n=3$ ) and the Kawahara equation (for $n=5$ ), Theorem 6 implies that there are only a finite number of points along the imaginary axis where the $L^{2}(\mathbb{R})$ essential spectrum for the stability problem bifurcates away from the axis. In the case of even $n$, it is possible to derive a leading-order approximation of such bifurcations at $\lambda \in i \mathbb{R}$ and $|\lambda| \gg 1$, provided that the limiting eigenvalue problem itself is Hamiltonian. Additionally, (1.26) and (1.27) offer a method to calculate the bifurcation index up to leading order in $\lambda$ as $\lambda \rightarrow \pm i \infty$ for some lower-order eigenvalue problems. This can also be used to calculate the discriminant of the characteristic polynomial. However, it is important to note that these formulae can become quite intricate, and our approach has been to evaluate each equation on a case-by-case basis. Sections 2.5, 3.5 and 4.2 provide more details.

### 1.4 Numerical method

In what follows we present several numerical experiments to elucidate our analytical findings. We employ two distinct numerical techniques. On one hand, the $L^{2}(\mathbb{R})$ essential spectra of linear differential operators can be numerically computed using the Fourier-Floquet-Hill method [12], a spectral method variant. On the other hand, the potentials can be expanded in a Fourier series, and the operators expressed on the sequence space $\ell_{2}$. These operators are then truncated, leading to $N \times N$ matrix eigenvalue problems, which are solved across the entire range of the Floquet exponent, yielding the complete spectrum. Typically $N=31$, encompassing wave numbers spanning from -15 to 15 .

For the majority of examples, the periodic potential function can be conveniently represented using elementary functions or Jacobi elliptic functions, and their Fourier coefficients can be calculated using well-established analytic formulae (see, for instance, [31] for more details). However, in one instance involving the generalized KdV equation, a traveling wave solution cannot be expressed in terms of elliptic functions, and the Fourier coefficients are computed numerically. This involves solving the ODE governing periodic traveling waves, followed by numerical integration.

To numerically compute the Floquet discriminant, which enables us to determine the algebraic multiplicity of the spectrum along the imaginary axis, as well as the bifurcation index for the spectrum away from the axis, we solve the ODEs corresponding to the linearized operator.

Throughout the course of the numerical experiments, the spectrum is visualized using blue curves, while magenta lines parallel to the imaginary axis indicate intervals of maximal algebraic multiplicities. Dashed red curves represent the bifurcation index. In some instances, the axes may be interchanged to better highlight bifurcation points because the bifurcation index remains real along the imaginary axis.

The Mathematica notebooks employed for generating numerical experiments and figures can be downloaded from: https://github.com/JaredCBronski/Hamiltonian-Floquet.

## 2 Third order equations

### 2.1 The generalized KdV equation

We begin our discussion by taking $n=3$ and the spectral problem for the generalized KdV equation

$$
\begin{equation*}
\lambda v=v_{x x x}+(Q(x) v)_{x}, \quad \lambda \in \mathbb{C}, \tag{2.1}
\end{equation*}
$$

where $Q(x)$ is a real-valued function satisfying $Q(x+T)=Q(x)$ for some $T>0$, the period. We do not impose additional assumptions such as evenness. Clearly, (2.1) can be written in the form of (1.1), where

$$
\mathcal{J}=\partial_{x} \quad \text { and } \quad \mathcal{L}=\partial_{x x}+Q(x)
$$

and the $L^{2}(\mathbb{R})$ essential spectrum of (2.1) remains invariant under the transformations

$$
\lambda \mapsto-\lambda \quad \text { and } \quad \lambda \mapsto \bar{\lambda} .
$$

We notice that the nonzero eigenvalues of (2.1) coincide with the nonzero eigenvalues of

$$
\begin{equation*}
\lambda w=w_{x x x}+Q(x) w_{x} \tag{2.2}
\end{equation*}
$$

Indeed, if $\lambda \neq 0$ is an eigenvalue of (2.1) then the corresponding eigenfunction $v$ must have a zero mean over the period. Let $w_{x}=v$, where $w$ is periodic, and we can show that $w$ satisfies (2.2). More generally, two operators $\mathcal{L}_{1} \mathcal{L}_{2}$ and $\mathcal{L}_{2} \mathcal{L}_{1}$ share common nonzero eigenvalues. Additionally, (2.2) is the negative adjoint of (2.1), which gives half of Hamiltonian symmetry. Particularly, the eigenvalues of (2.1) and, hence, (2.2) are invariant with respect to reflection across the imaginary axis.

We can reformulate (2.2) as

$$
\mathbf{w}_{x}=\left(\begin{array}{ccc}
0 & 1 & 0  \tag{2.3}\\
0 & 0 & 1 \\
\lambda & -Q(x) & 0
\end{array}\right) \mathbf{w}=: \mathbf{A}(x, \lambda) \mathbf{w}
$$

and we verify that (A1) and (A2) hold for $\mathbf{B}(\lambda)=\left(\begin{array}{ccc}-\lambda & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0\end{array}\right)$. Additionally, we verify that $\operatorname{tr}(\mathbf{A}(x, \lambda))=0$ for all $x \in \mathbb{R}$ and $\lambda \in \mathbb{C}$. We define the monodromy matrix of (2.3) as

$$
\mathbf{M}(\lambda)=\mathbf{W}(T, \lambda), \quad \text { where } \quad \mathbf{W}_{x}=\mathbf{A}(x, \lambda) \mathbf{W} \quad \text { and } \quad \mathbf{W}(0, \lambda)=\mathbf{I}_{3},
$$

$\mathbf{I}_{3}$ is the $3 \times 3$ identity matrix. We define the characteristic polynomial of the monodromy matrix of (2.3) as

$$
p(\mu, \lambda)=\operatorname{det}\left(\mathbf{M}(\lambda)-\mu \mathbf{I}_{3}\right)
$$

The monodromy matrix and the characteristic polynomial inherit symmetry from (2.3). Particularly,

$$
p(\mu, \lambda)=-\mu^{3}+\boldsymbol{f}(\lambda) \mu^{2}-\boldsymbol{f}(-\lambda) \mu+1 \quad \text { for } \lambda \in \mathbb{C},
$$

where $\boldsymbol{f}(\lambda)=\operatorname{tr}(\mathbf{M}(\lambda))$, and

$$
p(\mu, \lambda)=-\mu^{3}+\boldsymbol{f}(\lambda) \mu^{2}-\overline{\boldsymbol{f}(\lambda)} \mu+1 \quad \text { for } \lambda \in i \mathbb{R}
$$

We remark that $\boldsymbol{f}(-\lambda)=\boldsymbol{f}(\bar{\lambda})=\overline{\boldsymbol{f}(\lambda)}$ for $\lambda \in i \mathbb{R}$.
Our interest lies in the $L^{2}(\mathbb{R})$ essential spectrum of (2.2) along the imaginary axis, which holds significant importance when investigating the stability and instability of periodic traveling waves of the generalized KdV equation and related equations. Theorem 2 establishes that the monodromy matrix of $(2.3)$ at $\lambda \in i \mathbb{R}$ has three simple eigenvalues on the unit circle, that is, $\lambda$ belongs to the spectrum with an algebraic multiplicity three, if and only if the Floquet discriminant $\boldsymbol{f}(\lambda)$, defined in (1.13), lies within the deltoidal region bounded by the deltoid curve in (1.14). Furthermore, Theorem 4 demonstrates that if the spectrum of (2.2) bifurcates at $\lambda \in i \mathbb{R}$ away from the imaginary axis in a transversal manner then the bifurcation index $\Phi_{3}(\lambda)$, defined in (1.21), becomes zero. We will proceed with numerical experiments to validate these analytical results.

### 2.2 Numerical experiments for equations of KdV type

We begin our numerical experiments with the Mathieu equation

$$
\begin{equation*}
\lambda w=w_{x x x}+(4+5 \cos (x)) w_{x}, \quad \lambda \in \mathbb{C} \tag{2.4}
\end{equation*}
$$

Although it may not seem directly linked to a stability problem for a periodic traveling wave of the generalized KdV equation, as far as we are aware, (2.4) does represent a spectral problem that exhibits the required symmetry.


Figure 2: The deltoidal region (blue) and the trajectory of the Floquet discriminant for (2.4) (black).

Figure 2 depicts the deltoidal region in $\mathbb{R}^{2}(=\mathbb{C})$, enclosed by the deltoid curve defined in (1.14), together with the trajectory of the Floquet discriminant $\boldsymbol{f}(\lambda)$ for (2.4)
as $\lambda$ varies over the imaginary axis. Our numerical observation reveals that for $\lambda \in i \mathbb{R}$ in the interval approximately $(-.4462 i, .4462 i) \cup \pm(6.0153 i, 6.022 i) \cup \pm(6.0451 i, 6.0509 i)$, the algebraic multiplicity is three. For other values of $\lambda \in i \mathbb{R}$, the multiplicity appears to be one.


Figure 3: The blue curves represent the numerically computed spectrum of (2.4) for $\lambda \in(-0.5 i, 0.5 i)$ (left) and (5.95i, 6.12i) (right). The magenta lines indicate intervals of algebraic multiplicity three, and the dashed red curves intersect the imaginary axis where the bifurcation index is zero.

Moving on to Figure 3, the blue curves are the numerically computed $L^{2}(\mathbb{R})$ essential spectrum of (2.4). Additionally, the magenta lines, running parallel to the imaginary axis, indicate intervals where $f(\lambda), \lambda \in i \mathbb{R}$, resides within the deltoidal region and, consequently, $\lambda$ is in the spectrum with an algebraic multiplicity three. The dashed red curves, representing the graph of the bifurcation index $\Phi_{3}(\lambda)$, intersect the imaginary axis, identifying points where bifurcations of the spectrum away from the imaginary axis are anticipated. Note that these bifurcations manifest in regions of multiplicity three (on the left) or regions of multiplicity one (on the right).

We turn our attention to the generalized KdV equation

$$
\begin{equation*}
u_{t}+u_{x x x}+\left(u^{k}\right)_{x}=0, \quad k \geqslant 2 \text { an integer. } \tag{2.5}
\end{equation*}
$$

For $k=2$ (the KdV equation) and $k=3$ (the mKdV equation), (2.5) is integrable via the inverse scattering transform, which offers a rigorous method for determining the stability and instability of periodic traveling waves. Numerous studies have been dedicated to understanding the stability and instability of traveling wave solutions to the generalized KdV equation, encompassing both solitary waves and periodic traveling waves. Some references in the subject include [11, 20, 35, 38, 39, 43].

A traveling wave solution of (2.5) takes the form $u(x, t)=\phi(x-c t)$ for some $c \neq 0, \in \mathbb{R}$, the wave speed, and it satisfies by quadrature

$$
\phi_{x}^{2}=2 E+2 a \phi+c \phi^{2}-\frac{2}{k+1} \phi^{k+1}=: G(\phi ; c, a, E),
$$

where $a$ and $E$ are real constants. Here we assume that $\phi$ is periodic. Note that $G(\phi ; c, a, E)$ is a polynomial in $\phi$, and is elliptic for $k=2$ and 3 while it becomes hyperelliptic in general for $k \geqslant 4$, an integer.

Linearizing (2.5) about a periodic traveling wave $\phi(x ; c, a, E)$ in the frame of reference moving at the speed $c$, we arrive at

$$
\begin{equation*}
\lambda v-c v_{x}+v_{x x x}+\left(k \phi^{k-1} v\right)_{x}=0, \quad \lambda \in \mathbb{C} . \tag{2.6}
\end{equation*}
$$

At $\lambda=0$, it is possible to explicitly calculate the associated monodromy matrix and the characteristic polynomial, and the followings hold true:

- The Floquet discriminat $\boldsymbol{f}(0)=\operatorname{tr}(\mathbf{M}(0))=3$, where $\mathbf{M}(\lambda)$ denotes the monodromy matrix. Specifically, 1 is an eigenvalue of $\mathbf{M}(0)$ with an algebraic multiplicity three and a geometric multiplicity two.
- The discriminant of the characteristic polynomial $\Delta_{3}(0)=0$, where $\Delta_{3}(\lambda)$ is defined in (1.13).
- The bifurcation index $\Phi_{3}(0)=0$, where $\Phi_{3}(\lambda)$ is in (1.21).

As a result, Theorem 4 becomes inconclusive and one must conduct a detailed modulation calculation to determine whether the $L^{2}(\mathbb{R})$ essential spectrum of (2.6) bifurcates at $0 \in \mathbb{C}$ away from the imaginary axis. Interested readers can refer to $[21,4,5,26,2]$, among many others, for further elaboration. Our emphasis here is on bifurcations of the spectrum at $\lambda \neq 0, \in i \mathbb{R}$.


Figure 4: The numerically computed spectrum of (2.6) for $k=3$ (the mKdV equation) with $c=1, a=\frac{1}{4}$, and $E=0$, suggesting spectral stability. The spectrum has an algebraic multiplicity three in the interval $\approx(-0.354 i, 0.354 i)$, while the multiplicity is one elsewhere along $i \mathbb{R}$. The only zero of the bifurcation index is at 0 , where the spectrum does not seem to bifurcate away from the imaginary axis.

For example, Figure 4 depicts the numerically computed $L^{2}(\mathbb{R})$ essential spectrum of (2.6) for $k=3$-namely, the linearized mKdV equation-about a periodic traveling wave with parameters $c=1, a=\frac{1}{4}$, and $E=0$. Recall [5] that if $G(\phi ; c, a, E)=$ $2 E+2 a \phi+c \phi^{2}-\frac{1}{2} \phi^{4}$ has four real roots then the corresponding periodic traveling wave is modulationally stable and, correspondingly, the spectrum lies along the imaginary axis with an algebraic multiplicity three near $0 \in \mathbb{C}$. We verify that $G\left(\phi ; 1, \frac{1}{4}, 0\right)$ indeed has four real roots. Our numerical findings corroborate this, revealing that for $\lambda \in i \mathbb{R}$ in the interval $\left(-\lambda_{0} i, \lambda_{0} i\right)$, where $\lambda_{0}$ is approximately 0.354 , the algebraic multiplicity is three. In the remaining intervals of the imaginary axis, the multiplicity appears to be one. Additionally, apart from the zero at $0 \in i \mathbb{R}$, no other zeros of the bifurcation index are detected. We numerically observe no bifurcations of the spectrum near $0 \in \mathbb{C}$ away from the imaginary axis, implying the spectral stability of the underlying periodic traveling wave. Indeed, all numerically computed eigenvalues have a maximal real part $<8 \times 10^{-10}$, well within the numerical accuracy.

Figure 5 shows the numerically computed $L^{2}(\mathbb{R})$ essential spectrum of (2.6) for $k=3$ about a periodic traveling wave for $c=1, a=\frac{1}{5}$, and $E=\frac{2}{5}$. A direct calcu-


Figure 5: The numerically computed spectrum of (2.6) for $k=3$ with $c=1, a=\frac{1}{5}$, and $E=\frac{2}{5}$, suggesting spectral instability. The spectrum appears to bifurcate away from the imaginary axis at $0 \in \mathbb{C}$ as well as $\approx \pm 0.4 i$. The dashed red curves represent the graph of the bifurcation index rotated by $90^{\circ}$, with intersections along the imaginary axis indicating bifurcation points.
lation reveals that $G\left(\phi ; 1, \frac{1}{5}, \frac{2}{5}\right)$ has two real roots and two complex roots, whereby it follows from [5] that the underlying periodic traveling wave is modulationally unstable. Indeed, we numerically observe that a spectral curve emerges from $0 \in \mathbb{C}$ along the imaginary axis, accompanied by two additional spectral curves emerging in a nontangential manner, consistent with underlying Hamiltonian symmetry. Additionally, we numerically observe that the algebraic multiplicity is one for the entire spectrum. The dashed red curves represent the graph of the bifurcation index rotated by $90^{\circ}$. The intersections of these curve with the imaginary axis identify the points where bifurcations of the spectrum away from the imaginary axis are anticipated. The agreement between the numerical findings and analytical predictions is strong.


Figure 6: The numerically computed spectrum of (2.6) for $k=4$ with $c=1, a=2$, and $E=0$. The spectrum appears to bifurcate away from the imaginary axis at $0 \in \mathbb{C}$ and $\approx \pm 7.6 i$. The dashed red curves represent the graph of the bifurcation index rotated by $90^{\circ}$, with intersections along the imaginary axis indicating bifurcation points.

Lastly, Figure 6 shows the numerically computed $L^{2}(\mathbb{R})$ essential spectrum of (2.6) for $k=4$ about a periodic traveling wave for $c=1, a=2$, and $E=0$, suggesting mondulational instability. Indeed, our numerical observation reveals that bands of unstable
spectrum bifurcate from $0 \in \mathbb{C}$, exhibiting a characteristic "figure eight" curve that is consistent with underlying Hamiltonian symmetry. These bands of unstable spectrum then rejoin the imaginary axis at approximately $\pm 7.6 i$, the zeros of the bifurcation index.

### 2.3 The generalized BBM equation

Another illustrative example is the generalized BBM equation

$$
\begin{equation*}
u_{t}-u_{x x t}+u_{x}+g(u)_{x}=0 \tag{2.7}
\end{equation*}
$$

for some nonlinearity $g$ or, equivalently,

$$
\begin{equation*}
u_{t}-u_{x x t}+c u_{x x x}+(1-c) u_{x}+g(u)_{x}=0 \tag{2.8}
\end{equation*}
$$

in the frame of reference moving at some $c \neq 0, \in \mathbb{R}$, the wave speed. A traveling wave solution of (2.7) corresponds to a stationary solution of (2.8), and it satisfies

$$
c \phi_{x x x}+(1-c) \phi_{x}+(g(\phi))_{x}=0 .
$$

Here we assume that $\phi(x+T)=\phi(x)$ for some $T>0$, the period.
Linearizing (2.8) about a stationary solution $\phi(x)$, we arrive at

$$
\begin{equation*}
\lambda v-\lambda v_{x x}+c v_{x x x}+(1-c) v_{x}+\left(g^{\prime}(\phi) v\right)_{x}=0, \quad \lambda \in \mathbb{C}, \tag{2.9}
\end{equation*}
$$

where the prime means ordinary differentiation. Introducing

$$
v_{2}=-\lambda v_{x}+c v_{x x}+(1-c) v+g(\phi) v \quad \text { and } \quad v_{3}=-\lambda v+c v_{x}
$$

we can reformulate (2.9) as

$$
\left(\begin{array}{c}
v  \tag{2.10}\\
v_{2} \\
v_{3}
\end{array}\right)_{x}=\left(\begin{array}{ccc}
\frac{\lambda}{c} & 0 & \frac{1}{c} \\
-\lambda & 0 & 0 \\
-Q(x) & 1 & 0
\end{array}\right)\left(\begin{array}{c}
v \\
v_{2} \\
v_{3}
\end{array}\right)=: \mathbf{A}(x ; \lambda) \mathbf{v}
$$

where $Q(x)=g^{\prime}(\phi(x))+1-c$, and we verify that (A1) and (A2) hold for

$$
\mathbf{B}(\lambda)=\left(\begin{array}{ccc}
-\lambda & 0 & 1  \tag{2.11}\\
0 & \frac{1}{\lambda} & 0 \\
-1 & 0 & 0
\end{array}\right)
$$

provided that $\lambda \neq 0$. However, it is important to note that $\operatorname{tr}(\mathbf{A}(x, \lambda)) \neq 0$ for $\lambda \neq 0$. A spectral analysis for (2.9) follows a similar approach to that in Section 2.1 for the generalized KdV equation. Further details on a modulational calculation can be found in [22] and [21], among others.

Let $\mathbf{M}(\lambda)$ denote the monodromy matrix of (2.10). The characteristic polynomial of the monodromy matrix (see Johnson[22]) takes the form

$$
p(\mu, \lambda)=\operatorname{det}\left(\mathbf{M}(\lambda)-\mu \mathbf{I}_{3}\right)=-\mu^{3}+\boldsymbol{f}(\lambda) \mu^{2}-\boldsymbol{f}(-\lambda) e^{\frac{\lambda T}{c}} \mu+e^{\frac{\lambda T}{c}}, \quad \lambda \in \mathbb{C}
$$

where $\boldsymbol{f}(\lambda)=\operatorname{tr}(\mathbf{M}(\lambda))$. The discriminant of the characteristic polynomial is no longer real for $\lambda \in i \mathbb{R}$. Instead,

$$
\begin{aligned}
\Delta_{3}(\lambda) & :=e^{-\frac{2 \lambda T}{c}} \operatorname{disc}_{\mu} p(\mu, \lambda) \\
& =\boldsymbol{f}(\lambda)^{2} \boldsymbol{f}(-\lambda)^{2}-4 \boldsymbol{f}(\lambda)^{3} e^{-\frac{\lambda T}{c}}-4 \boldsymbol{f}(-\lambda)^{3} e^{\frac{\lambda T}{c}}+18 \boldsymbol{f}(\lambda) \boldsymbol{f}(-\lambda)-27
\end{aligned}
$$

is real for $\lambda \in i \mathbb{R}$. We observe that $\Delta_{3}(\lambda)=0, \lambda \in i \mathbb{R}$, when $\boldsymbol{f}(\lambda)$ lies on the deltoid curve, defined in (1.14), rotated through an angle of $\frac{\lambda T}{3 c}$, whereby $\Delta_{3}$ can be used to determine the algebraic multiplicity of the $L^{2}(\mathbb{R})$ essential spectrum of (2.9) along the imaginary axis. The resultant of $p(\mu, \lambda)$ and $p_{\lambda}(\mu, \lambda)$ is likewise no longer real for $\lambda \in i \mathbb{R}$. Instead,

$$
\begin{aligned}
\Phi_{3}(\lambda):= & e^{-\frac{3 \lambda T}{c}} \operatorname{res}_{\mu}\left(p(\mu, \lambda), p_{\lambda}(\mu, \lambda)\right) \\
= & e^{-\frac{\lambda T}{c}} \boldsymbol{f}^{\prime}(\lambda)^{3}+e^{\frac{\lambda T}{c}} \boldsymbol{f}^{\prime}(-\lambda)^{3}+\boldsymbol{f}(\lambda) \boldsymbol{f}^{\prime}(-\lambda)^{2} \boldsymbol{f}^{\prime}(\lambda)+\boldsymbol{f}(-\lambda) \boldsymbol{f}^{\prime}(\lambda)^{2} \boldsymbol{f}^{\prime}(-\lambda) \\
& +e^{\frac{\lambda T}{c}} \frac{T^{2}}{c^{2}}\left(\boldsymbol{f}(\lambda)^{2} \boldsymbol{f}^{\prime}(\lambda)+\boldsymbol{f}(-\lambda)^{2} \boldsymbol{f}^{\prime}(-\lambda)\right) \\
& -e^{\frac{\lambda T}{c}} \frac{2 T}{c}\left(\boldsymbol{f}(\lambda) \boldsymbol{f}^{\prime}(\lambda)^{2}+\boldsymbol{f}(-\lambda) \boldsymbol{f}^{\prime}(-\lambda)^{2}\right) \\
& +\frac{T^{3}}{c^{3}}(\boldsymbol{f}(\lambda) \boldsymbol{f}(-\lambda)+1)+\frac{T^{2}}{c^{2}}\left(\boldsymbol{f}(\lambda) \boldsymbol{f}^{\prime}(-\lambda)+\boldsymbol{f}^{\prime}(\lambda) \boldsymbol{f}(-\lambda)\right) \\
& -\frac{T}{c}\left(\boldsymbol{f}(\lambda) \boldsymbol{f}^{\prime}(\lambda) \boldsymbol{f}(-\lambda) \boldsymbol{f}^{\prime}(-\lambda)+3 \boldsymbol{f}^{\prime}(\lambda) \boldsymbol{f}^{\prime}(-\lambda)\right)
\end{aligned}
$$

is real for $\lambda \in i \mathbb{R}$, and if the spectrum of (2.9) bifurcates at $\lambda \in i \mathbb{R}$ away from the imaginary axis then $\Phi_{3}(\lambda)=0$.

We remark that the exponential prefactors in the definitions of $\Delta_{3}$ and $\Phi_{3}$ do not affect the roots of $\operatorname{disc}_{\mu}(p(\mu, \lambda))$ and $\operatorname{res}_{\mu}\left(p(\mu, \lambda), p_{\lambda}(\mu, \lambda)\right)$, and they are included because, in practice, working with real-valued polynomials aids in root finding, compared with dealing with complex-valued polynomials. Additionally, as was the case for the generalized KdV equation, under some additional assumptions, $\Phi_{3}(\lambda)=0$ also serves as a sufficient condition for the spectrum to bifurcate away from the imaginary axis.

Alternatively, let

$$
\mathbf{v}_{0}=e^{-\frac{\lambda x}{3 c}} \mathbf{v}
$$

and we can demonstrate that if $\mathbf{v}$ satisfies (2.10) then $\mathbf{v}_{0}$ satisfies

$$
\begin{equation*}
\mathbf{v}_{0 x}=\left(\mathbf{A}(x, \lambda)-\frac{\lambda}{3 c} \mathbf{I}_{3}\right) \mathbf{v}_{0}=: \mathbf{A}_{0}(x, \lambda) \mathbf{v}_{0} \tag{2.12}
\end{equation*}
$$

We verify that (A1) and (A2) remain valid for (2.11). An important difference here is that $\operatorname{tr}\left(\mathbf{A}_{0}(x, \lambda)\right)=0$ for all $x \in \mathbb{R}$ for all $\lambda \in \mathbb{C}$. Let $\mathbf{M}_{0}(\lambda)$ denote the monodromy matrix of (2.12) and the characteristic polynomial of the monodromy matrix is

$$
\left.p_{0}(\mu, \lambda)=-\mu^{3}+\boldsymbol{f}_{0}(\lambda) \mu^{2}-\boldsymbol{f}_{0}(-\lambda)\right) \mu+1 \quad \text { for } \lambda \in \mathbb{C}
$$

where $\boldsymbol{f}_{0}(\lambda)=\operatorname{tr}\left(\mathbf{M}_{0}(\lambda)\right)$, and

$$
p_{0}(\mu, \lambda)=-\mu^{3}+\boldsymbol{f}_{0}(\lambda) \mu^{2}-\overline{\boldsymbol{f}_{0}(\lambda)} \mu+1 \quad \text { for } \lambda \in i \mathbb{R}
$$

Note that if $p(\mu, \lambda)=0$ then $p_{0}\left(e^{\frac{\lambda T}{3 c}} \mu, \lambda\right)=0$. In other words, a root of $p_{0}(\cdot, \lambda)$ for $\lambda \in i \mathbb{R}$ is a rotation of a root of $p(\cdot, \lambda)$. Consequently, the number of eigenvalues of $\mathbf{M}(\lambda)$ on the unit circle is the same as the number of eigenvalues of $\mathbf{M}_{0}(\lambda)$ on the unit circle. Note that

$$
\boldsymbol{f}_{0}(\lambda)=\operatorname{tr}\left(\mathbf{M}_{0}(\lambda)\right)=e^{\frac{\lambda T}{3 c}} \operatorname{tr}(\mathbf{M}(\lambda))=e^{\frac{\lambda T}{3 c}} \boldsymbol{f}(\lambda),
$$

and we calculate

$$
\begin{aligned}
\operatorname{res}_{\mu} & \left(p_{0}(\mu, \lambda), p_{0 \lambda}(\mu, \lambda)\right) \\
= & e^{\frac{\lambda T}{c}}\left(\frac{T}{3 c} \boldsymbol{f}(\lambda)+\boldsymbol{f}^{\prime}(\lambda)\right)^{3}-e^{-\frac{\lambda T}{c}}\left(\frac{T}{3 c} \boldsymbol{f}(-\lambda)+\boldsymbol{f}^{\prime}(-\lambda)\right)^{3} \\
& +\boldsymbol{f}(\lambda)\left(\frac{T}{3 c} \boldsymbol{f}(-\lambda)+\boldsymbol{f}^{\prime}(-\lambda)\right)^{2}\left(\frac{T}{3 c} \boldsymbol{f}(\lambda)+\boldsymbol{f}^{\prime}(\lambda)\right) \\
& -\boldsymbol{f}(-\lambda)\left(\frac{T}{3 c} \boldsymbol{f}(\lambda)+\boldsymbol{f}^{\prime}(\lambda)\right)^{2}\left(\frac{T}{3 c} \boldsymbol{f}(-\lambda)+\boldsymbol{f}^{\prime}(-\lambda)\right) .
\end{aligned}
$$

We deduce that $\operatorname{res}_{\mu}\left(p(\mu, \lambda), p_{\lambda}(\mu, \lambda)\right)=0$ for $\lambda \in i \mathbb{R}$ if and only if $\operatorname{res}_{\mu}\left(p_{0}(\mu, \lambda), p_{0 \lambda}(\mu, \lambda)\right)=$ 0.

Therefore, Theorem 2 establishes that the monodromy matrix of (2.10) at $\lambda \in i \mathbb{R}$ has three simple eigenvalues on the unit circle, that is, $\lambda$ belongs to the $L^{2}(\mathbb{R})$ essential spectrum with an algebraic multiplicity three if and only if $\Delta_{3}(\lambda)=e^{-\frac{2 \lambda T}{c}} \operatorname{disc}_{\mu} p(\mu, \lambda)$ or $\operatorname{disc}_{\mu}\left(p_{0}(\mu, \lambda)\right)<0$. The latter holds when the Floquet discriminant for (2.12) lies within the deltoidal region bounded by the deltoid curve in (1.14). Furthermore, Theorem 4 demonstrates that if the spectrum of (2.2) bifurcates at $\lambda \in i \mathbb{R}$ away from the imaginary axis in a transversal manner then the bifurcation index $\Phi_{3}(\lambda)=$ $e^{-\frac{3 \lambda T}{c}} \operatorname{res}_{\mu}\left(p(\mu, \lambda), p_{\lambda}(\mu, \lambda)\right)$ or $\operatorname{res}_{\mu}\left(p_{0}(\mu, \lambda), p_{0 \lambda}(\mu, \lambda)\right)$ becomes zero. We will present numerical experiments to validate these analytical findings.

Remark. When $\lambda=0$, we may assume without loss of generality that $c=1$, and (2.9) simplifies by quadrature into the Hill's equation

$$
v_{x x}+Q(x) v=v_{0}(x),
$$

where $v_{0}(x)$ represents the (time-independent) initial value of $v$.

### 2.4 Numerical experiments for equations of BBM type

We begin our numerical experiments with

$$
\begin{equation*}
\lambda\left(v-v_{x x}\right)+v_{x x x}+((4+5 \cos (x)) v)_{x}=0, \quad \lambda \in \mathbb{C} . \tag{2.13}
\end{equation*}
$$

Similar to the Mathieu equation, (2.13) may not seem to correspond to a stability problem for a periodic traveling wave of the generalized BBM equation, as far as we are aware, but it serves as a valuable test case.

In Figure 7, the blue curves are the numerically computed $L^{2}(\mathbb{R})$ essential spectrum of (2.13). It is noteworthy that the imaginary axis is included in the spectrum. Additionally, the magenta lines, running parallel to the imaginary axis, indicate intervals where the spectrum has an algebraic multiplicity three. We numerically observe that


Figure 7: The numerically computed spectrum for (2.13). The magenta lines indicate intervals of algebraic multiplicity three, and the dashed red lines intersect the imaginary axis where the bifurcation index becomes zero.
these intervals are approximately $(-2.25 i,-2.13 i),(-0.27 i, 0.27 i)$ and $(2.13 i, 2.25 i)$. The multiplicity appears to be one in the remaining intervals of the imaginary axis. The dashed red lines, representing the graph of the bifurcation index rotated by $90^{\circ}$, intersect the imaginary axis, identifying the zeros of the bifurcation index where bifurcations of the spectrum away from the imaginary axis are anticipated. Our numerical findings corroborate this, revealing two isolas in the upper half-plane, approximately within the ranges of $0.77 i$ to $0.128 i$ as well as $2.225 i$ to $2.285 i$.

We turn our attention to the BBM equation

$$
\begin{equation*}
u_{t}-u_{x x t}+u_{x}+u u_{x}=0 . \tag{2.14}
\end{equation*}
$$

A traveling wave solution of (2.14) takes the form $u(x, t)=\phi(x-c t)$ for some $c \neq 0, \in \mathbb{R}$, the wave speed, and it satisfies by quadrature

$$
c \phi_{x}^{2}=2 E+2 a \phi+(1-c) \phi^{2}-\frac{1}{3} \phi^{3},
$$

where $a$ and $E$ are real constants. Here we assume that $\phi$ is periodic.
For example, Figure 8 depicts the numerically computed $L^{2}(\mathbb{R})$ essential spectrum of the linearized operator of (2.14) about a periodic traveling wave for $c=1, a=\frac{7}{6}$ and $E=-1$, which can be expressed in closed form as

$$
\begin{equation*}
\phi(x)=1+\mathrm{cn}^{2}\left(\sqrt{\frac{5}{12}} x ; \frac{1}{5}\right) . \tag{2.15}
\end{equation*}
$$

Here "cn" represents a Jacobi elliptic function, the elliptic cosine function. It is worth noting that $\phi$ oscillates between a minimum of $\phi=1$ and a maximum of $\phi=2$ with a period $2 \sqrt{\frac{12}{5}} K\left(\frac{1}{5}\right) \approx 5.142$, where $K$ is the complete elliptic integral of the first kind. We numerically observe that for $\lambda \in i \mathbb{R}$ in the interval $\left(-\lambda_{0} i, \lambda_{0} i\right)$, where $\lambda_{0}$ is


Figure 8: The numerically computed spectrum of the linearized operator of (2.14) about (2.15), suggesting spectral stability. The spectrum has an algebraic multiplicity three in the interval $\approx(-0.5 i, 0.5 i)$, while the multiplicity appears to be one elsewhere along $i \mathbb{R}$. The only zero of the bifurcation index occurs at $\lambda=0$, where bifurcation of the spectrum away from the imaginary axis does not seem to occur.
approximately 0.5 , the algebraic multiplicity is three. Elsewhere along the imaginary axis, the multiplicity appears to be one. Additionally, apart from the zero at $0 \in i \mathbb{R}$, no other zeros of the bifurcation index are found. We numerically observe no bifurcations of the spectrum near $0 \in \mathbb{C}$ away from the imaginary axis, implying the spectral stability of the underlying periodic traveling wave. Indeed, all numerically computed eigenvalues have a maximal real part $<3.2 \times 10^{-8}$.

Lastly, let's consider the (focusing) mBBM equation

$$
\begin{equation*}
u_{t}-u_{x x t}+\left(u^{3}\right)_{x}=0 \tag{2.16}
\end{equation*}
$$

and a cnoidal solution

$$
\begin{equation*}
u(x, t)=\sqrt{\frac{2 m}{2 m-1}} \text { cn }\left(\frac{x-t}{\sqrt{2 m-1}} ; m\right), \quad m>\frac{1}{2} . \tag{2.17}
\end{equation*}
$$

Although our numerical investigation is not exhaustive, the stability and instability of periodic traveling waves of (2.16) seem to resemble those of the mKdV equation. Specifically, the snoidal solutions (for the defocusing equation) and dnoidal solutions (for the focusing equation) appear stable while the cnoidal solutions seem to exhibit instability.

Figure 9 shows the numerically computed $L^{2}(\mathbb{R})$ essential spectrum of the linearized operator of (2.16) about a cnoidal solution (2.17) for $m=\frac{1}{2}+\frac{\sqrt{5}}{10} \approx .7236$. Modulational instability is evident, with the spectrum bifurcating away from the imaginary axis at $0 \in \mathbb{C}$ and approximately $\pm 0.3 i$. These bifurcation points align with the three zeros of the bifurcation index.


Figure 9: The numerically computed spectrum of the linearized operator of (2.16) about (2.17) for $m=\frac{1}{2}+\frac{\sqrt{5}}{10}$. The spectrum has an algebraic multiplicity one except at $0 \in \mathbb{C}$. The bifurcation index has zeros at 0 and as well as $\approx \pm 0.3 i$.

### 2.5 Spectrum along the imaginary axis towards $\pm i \infty$

Applying Theorem 6 to (2.6), where $\lambda=i \nu^{3}$ and $|\nu| \gg 1$, we obtain

$$
\Delta_{3}\left(i \nu^{3}\right) \sim 16 \sinh ^{2}\left(\frac{\sqrt{3}}{2} \nu T\right)\left(\cos \left(\frac{3}{2} \nu T\right)-\cosh \left(\frac{\sqrt{3}}{2} \nu T\right)\right)^{2}>0,
$$

provided that $\nu \neq 0$. Consequently, we deduce from Theorem 2 that $\lambda \in i \mathbb{R},|\lambda| \gg 1$, is in the $L^{2}(\mathbb{R})$ essential spectrum of (2.6) with an algebraic multiplicity one. Furthermore,

$$
\begin{aligned}
\Phi_{3}\left(i \nu^{3}\right) & \sim-\frac{1}{27} \frac{T^{3}}{\nu^{6}} \Delta_{3}\left(i \nu^{3}\right) \\
& =-\frac{16}{27} \frac{T^{3}}{\nu^{6}} \sinh ^{2}\left(\frac{\sqrt{3}}{2} \nu T\right)\left(\cos \left(\frac{3}{2} \nu T\right)-\cosh \left(\frac{\sqrt{3}}{2} \nu T\right)\right)^{2}<0 .
\end{aligned}
$$

Consequently, Theorem 4 implies that only a finite number of points along the imaginary axis can exhibit transversal bifurcation of the spectrum away from the axis.

Note that the linearization of (2.7) does not adhere to the form (1.25), which prevents us from directly applying Theorem 6. Had it been possible to construct a full-dimensional and linearly independent set of asymptotic solutions, either through the WKB method or alternative means, we could have followed the argument in a similar manner to the proof of Theorem 6 to derive leading-order expressions for the discriminant of the characteristic polynomial and the bifurcation index. However, our attempts to identify such a set of solutions were unsuccessful, leaving us unable to generate the required formulae.

## 3 Fourth order equations

### 3.1 The nonlinear Schrödinger equation

We turn our attention to $n=4$ and the spectral problem for the nonlinear Schrödinger equation

$$
\lambda\binom{v_{1}}{v_{2}}=\left(\begin{array}{cc}
\mathcal{K} & \mathcal{L}_{+}  \tag{3.1a}\\
-\mathcal{L}_{-} & \mathcal{K}
\end{array}\right)\binom{v_{1}}{v_{2}},
$$

where

$$
\begin{equation*}
\mathcal{L}_{+}=\mathcal{L}_{+}^{\dagger}=\partial_{x x}+Q_{+}(x), \quad \mathcal{L}_{-}=\mathcal{L}_{-}^{\dagger}=\partial_{x x}+Q_{-}(x) \tag{3.1b}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{K}=-\mathcal{K}^{\dagger}=\frac{1}{2} R^{\prime}(x)+R(x) \partial_{x} \tag{3.1c}
\end{equation*}
$$

Here $Q_{ \pm}(x)$ and $R(x)$ are real-valued, smooth, and $T$-periodic functions for some $T>0$. We introduce

$$
\begin{equation*}
w_{1}=v_{1 x}-\frac{1}{2} R(x) v_{2} \quad \text { and } \quad w_{2}=-v_{2 x}-\frac{1}{2} R(x) v_{1} \tag{3.2}
\end{equation*}
$$

which is essentially the nonzero phase analogue of what is presented in [24], and we can reformulate (3.1) as

$$
\left(\begin{array}{l}
v_{1}  \tag{3.3}\\
v_{2} \\
w_{1} \\
w_{2}
\end{array}\right)_{x}=\left(\begin{array}{cccc}
0 & \frac{1}{2} R(x) & 1 & 0 \\
-\frac{1}{2} R(x) & 0 & 0 & -1 \\
-Q_{-}(x)+\frac{1}{4} R(x)^{2} & -\lambda & 0 & -\frac{1}{2} R(x) \\
-\lambda & Q_{+}(x)-\frac{1}{4} R(x)^{2} & \frac{1}{2} R(x) & 0
\end{array}\right)\left(\begin{array}{c}
v_{1} \\
v_{2} \\
w_{1} \\
w_{2}
\end{array}\right) .
$$

In short,

$$
\mathbf{v}_{x}=\mathbf{A}(x, \lambda) \mathbf{v} .
$$

We verify that (A1) and (A2) hold for

$$
\mathbf{B}=-\mathbf{B}^{-1}=\left(\begin{array}{cccc}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right)
$$

Additionally, we verify that $\operatorname{tr}(\mathbf{A}(x, \lambda))=0$ for all $x \in \mathbb{R}$ for all $\lambda \in \mathbb{C}$.
We define the monodromy matrix of (3.3) as

$$
\mathbf{M}(\lambda)=\mathbf{V}(T, \lambda), \quad \text { where } \quad \mathbf{V}_{x}=\mathbf{A}(x, \lambda) \mathbf{V} \quad \text { and } \quad \mathbf{V}(0, \lambda)=\mathbf{I}_{4},
$$

$\mathbf{I}_{4}$ is the $4 \times 4$ identify matrix. We define the characteristic polynomial of the monodromy matrix of (3.3) as

$$
p(\mu, \lambda)=\operatorname{det}\left(\mathbf{M}(\lambda)-\mu \mathbf{I}_{4}\right) .
$$

We deduce from Lemma 1 that

$$
p(\mu, \lambda)=\mu^{4}-\boldsymbol{f}(\lambda) \mu^{3}+\boldsymbol{g}(\lambda) \mu^{2}-\boldsymbol{f}(-\lambda) \mu+1, \quad \lambda \in \mathbb{C},
$$

where $\boldsymbol{f}(\lambda)$ and $\boldsymbol{g}(\lambda)$ are defined in (1.16). Importantly, $\boldsymbol{g}(\lambda)$ is real for $\lambda \in i \mathbb{R}$.
Our interest lies in the $L^{2}(\mathbb{R})$ essential spectrum of (3.1) along the imaginary axis, which holds significant importance when investigating the stability and instability of periodic traveling waves of the nonlinear Schrödinger equation and related equations. Theorem 3 establishes distinct regions in $\mathbb{R}^{3}$ corresponding to varying algebraic multiplicities, by utilizing the Floquet discriminant defined in (1.16). Theorem 5 demonstrates that if the spectrum of (3.1) bifurcates at $\lambda \in i \mathbb{R}$ away from the imaginary axis in a transversal manner then the bifurcation index $\Phi_{4}(\lambda)$, defined in (1.24), reaches zero.

### 3.2 Trivial phase solutions

Suppose for simplicity that $\mathcal{K}=0$, and (3.1) becomes

$$
\begin{align*}
& \lambda v_{1}=\mathcal{L}_{+} v_{2}=v_{2 x x}+Q_{+}(x) v_{2}, \\
& \lambda v_{2}=-\mathcal{L}_{-} v_{1}=-v_{1 x x}-Q_{-}(x) v_{1} \tag{3.4}
\end{align*}
$$

for $\lambda \in \mathbb{C}$, where $Q_{ \pm}(x)$ are real-valued smooth functions satisfying $Q_{ \pm}(x+T)=Q_{ \pm}(x)$ for some $T>0$, the period. This arises in the stability problem for trivial phase solutions of the nonlinear Schrödinger equation, among other applications. The first author and Rapti [6] have determined the conditions under which the eigenvalues of the monodromy matrix associated with (3.4) lie on the unit circle. It is noteworthy that the monodromy matrix and the characteristic polynomial exhibit additional symmetry. Specifically,

$$
\mathbf{M}^{\top}(x, \lambda)\left(\begin{array}{cc}
\mathbf{0} & -\mathbf{I}_{2} \\
\mathbf{I}_{2} & \mathbf{0}
\end{array}\right)=-\left(\begin{array}{cc}
\mathbf{0} & -\mathbf{I}_{2} \\
\mathbf{I}_{2} & \mathbf{0}
\end{array}\right) \mathbf{M}(x, \lambda)
$$

for all $x \in \mathbb{R}$ for all $\lambda \in \mathbb{C}$. Importantly, the characteristic polynomial of the monodromy matrix takes the form

$$
p(\mu, \lambda)=\mu^{4}-f(\lambda) \mu^{3}+g(\lambda) \mu^{2}-f(\lambda) \mu+1,
$$

where both $f(\lambda)$ and $g(\lambda)$ are real-valued and even for $\lambda \in i \mathbb{R}$.
A direct calculation leads to that (1.9) becomes

$$
p^{\sharp}(\nu, \lambda)=(2+2 f(\lambda)+g(\lambda)) \nu^{4}+(-12+2 g(\lambda)) \nu^{2}+2-2 f(\lambda)+g(\lambda) .
$$

Let

$$
\begin{aligned}
\Delta_{4}(\lambda) & :=\operatorname{disc}_{\nu} p^{\sharp}(\nu, \lambda) \\
& =-4096\left(8+f(\lambda)^{2}-4 g(\lambda)\right)^{2}(2+2 f(\lambda)+g(\lambda))(-2+2 f(\lambda)-g(\lambda)),
\end{aligned}
$$

and

$$
\begin{aligned}
& P_{4}(\lambda)=16(-6+g(\lambda))(2-2 f(\lambda)+g(\lambda)) \\
& D_{4}(\lambda)=-256\left(8+f(\lambda)^{2}-4 g(\lambda)\right)(2-2 f(\lambda)+g(\lambda))^{2} .
\end{aligned}
$$

Suppose that $\lambda \in i \mathbb{R}$ and $\Delta_{4}(\lambda), P_{4}(\lambda), D_{4}(\lambda) \neq 0$. Following the proof of Theorem 3 , we can establish that the number of distinct eigenvalues of the monodromy matrix for (3.4) on the unit circle or, equivalently, the algebraic multiplicity of the $L^{2}(\mathbb{R})$ essential spectrum of (3.4) is:

- four if $\Delta_{4}(\lambda)>0$ and $P_{4}(\lambda), D_{4}(\lambda)<0$,
- two if $\Delta_{4}(\lambda)<0$,
- zero if $\Delta_{4}(\lambda)>0$ and either $P_{4}(\lambda)$ or $D_{4}(\lambda)$ is positive.


Figure 10: The regions in $\mathbb{R}^{2}$ for different algebraic multiplicities of the $L^{2}(\mathbb{R})$ essential spectrum of (3.4) along the imaginary axis.

Figure 10 depicts the regions in the $(f, g)$ plane, corresponding to different numbers of eigenvalues of the monodromy matrix for (3.4) on the unit circle or, equivalently, varying algebraic multiplicities of the $L^{2}(\mathbb{R})$ essential spectrum along the imaginary axis. The blue region corresponds to a multiplicity four, the red region corresponds to a multiplicity zero, and the remaining regions of $\mathbb{R}^{2}$ corresponds to a multiplicity two. It is important to note that these regions are obtained by restricting the regions in the right panel of Figure 1, in the $\left(f_{1}, f_{2}, f_{3}\right)$ coordinates, to the $f_{2}=0$ plane.

These regions in Figure 10 effectively determine the algebraic multiplicity of the spectrum over a dense open subset of the $(f, g)$ plane. Further investigation would be required to classify the borderline cases where one or more of $\Delta_{4}, P_{4}, D_{4}$ vanishes. Details regarding these cases are not provided here.

Additionally, let

$$
\begin{aligned}
\Phi_{4}(\lambda) & :=\operatorname{res}_{\mu}\left(p(\mu, \lambda), p_{\lambda}(\mu, \lambda)\right) \\
& =\left(g^{\prime}(\lambda)^{2}+(g(\lambda)-2) f^{\prime}(\lambda)^{2}-f(\lambda) f^{\prime}(\lambda) g^{\prime}(\lambda)\right)^{2},
\end{aligned}
$$

and Theorem 5 demonstrates that if the $L^{2}(\mathbb{R})$ essential spectrum of (3.4) bifurcates at $\lambda \in i \mathbb{R}$ away from the imaginary axis then $\Phi_{4}(\lambda)=0$.

As an alternative approach, we introduce $\omega=\mu+\frac{1}{\mu}$, which is well-defined because $p(0, \lambda)=1$ for all $\lambda \in \mathbb{C}$. This conformally maps the unit circle to the interval $[-2,2]$. A straightforward calculation leads to that the characteristic equation for the monodromy matrix associated with (3.4) becomes

$$
\omega^{2}-f(\lambda) \omega+g(\lambda)-2=0,
$$

and the roots are given by

$$
\omega_{ \pm}(\lambda)=\frac{f(\lambda) \pm \sqrt{f(\lambda)^{2}-4 g(\lambda)+8}}{2}
$$

We can demonstrate that the monodromy matrix for (3.4) has two eigenvalues on the unit circle provided that $\omega_{+}(\lambda) \in[-2,2]$, and it has additional two eigenvalues on the unit circle provided $\omega_{-}(\lambda) \in[-2,2]$. Furthermore, we can show that $\Phi_{4}^{\prime}(\lambda)=0$ if and only if either $\omega_{+}^{\prime}(\lambda)=0$ or $\omega_{-}^{\prime}(\lambda)=0$. The $L^{2}(\mathbb{R})$ essential spectrum of (3.4) bifurcates at a critical point of $\omega_{ \pm}$away from the imaginary axis if and only if $\omega_{+}(\lambda)$ or $\omega_{-}(\lambda)$ lies within the interval $(-2,2)$ respectively. The zeros of the bifurcation index do not lead to bifurcation when they are critical points of $\omega_{ \pm}$but $\omega_{ \pm}(\lambda)$ lies outside the interval $(-2,2)$.


Figure 11: On the left, the numerically computed "frog" spectrum of (3.5), alongside the intervals of algebraic multiplicity four and the graph of the bifurcation index. On the right, the spectrum, rotated by $90^{\circ}$, together with the graphs of $\omega_{ \pm}$.

For example, Figure 11 presents the result from a numerical experiment with

$$
\begin{align*}
& \lambda v_{1}=v_{2 x x}+(6-\cos (x)+3 \sin (2 x)) v_{2}, \\
& \lambda v_{2}=-v_{1 x x}-(4-3 \cos (x)+2 \sin (2 x)) v_{1} . \tag{3.5}
\end{align*}
$$

In the left panel, the blue curves represent the numerically computed $L^{2}(\mathbb{R})$ essential spectrum for 2000 values of the Floquet exponent for each $v_{1}$ and $v_{2}$. Similar to Sections 2.2 and 2.4, the magenta lines, running parallel to the imaginary axis, indicate intervals of algebraic multiplicity four. The numerical result supports this, revealing that for $\lambda \in i \mathbb{R}$ in the interval $\left(-\lambda_{0} i, \lambda_{0} i\right)$, where $\lambda_{0}$ is approximately 2 , the algebraic multiplicity is four. Notably, the spectrum includes the interval approximately $(-1.58,1.58)$ in the real axis.

The dashed red curves, representing the graph of the bifurcation index, intersect the imaginary axis, identifying potential bifurcation points where the spectrum might move away from the imaginary axis. It is evident that the bifurcation index $\Phi_{4}(\lambda)=0$ at each of these bifurcation points along the imaginary axis. Unlike third-order equations, however, $\Phi_{4}(\lambda)=0$ is a necessary condition but not a sufficient condition for such
bifurcations. The left panel displays 10 points where the bifurcation index becomes zero, yet only seven of these points result in actual bifurcations, including the interval along the real axis. The three points where the bifurcation index vanishes but does not lead to spectral bifurcations are approximately at $3.6 i, 3.75 i$, and $5.7 i$.

The right panel of Figure 11 shows the spectrum in green, rotated by $90^{\circ}$, alongside the graphs of $\omega_{ \pm}$in blue and red, respectively. We numerically observe that the algebraic multiplicity of $\lambda \in i \mathbb{R}$ changes when $\omega_{ \pm}(\lambda)$ exit the interval $[-2,2]$, either by remaining real and exiting the interval or by colliding and becoming complex. Additionally, we numerically observe that the critical points of $\omega_{ \pm}$within the interval $(-2,2)$ correspond to spectral bifurcations away from the imaginary axis. Three critical points of $\omega_{ \pm}$occur when $\omega_{ \pm}$is outside of the interval $(-2,2)$, approximately at $3.6 i, 3.75 i$, and $5.7 i$, but they do not lead to bifurcations. The critical point of $\omega_{-}$at around $3.6 i$ is visible, while the other two critical points outside of $(-2,2)$ are not visible at this scale.

### 3.3 Nontrivial phase solutions

We turn our attention to the nonlinear Schrödinger equation

$$
\begin{equation*}
i \psi_{t}=\psi_{x x}+g\left(|\psi|^{2}\right) \psi \tag{3.6}
\end{equation*}
$$

for some nonlinearity $g$, and nontrivial phase solutions of the form

$$
\psi(x, t)=A(x) e^{i K(x)+i \omega t} \quad \text { for some functions } A(x) \text { and } K(x) .
$$

Similar to the KdV equation, the stability and instability of traveling wave solutions to the nonlinear Schrödinger equation has been the subject of extensive research. Some examples of studies can be found in $[8,9,14,15,47]$.

The spectral problem for (3.6) concerning a nontrivial phase solution does not possess the additional symmetry present in the spectral problem for a trivial phase solution. Consequently, the trace of the monodromy matrix $\operatorname{tr}(\mathbf{M}(\lambda))$ takes complex values. However, it is noteworthy that $\frac{1}{2}\left(\operatorname{tr}(\mathbf{M}(\lambda))^{2}-\operatorname{tr}\left(\mathbf{M}^{2}(\lambda)\right)\right)$ is necessarily real for $\lambda \in i \mathbb{R}$.

In what follows, we select $g(x)=3 x^{2}$-namely, the quintic focusing nonlinearity. A direct calculation leads to

$$
A_{x x}-\frac{\kappa^{2}}{A^{3}}+\omega A+3 A^{5}=0 \quad \text { and } \quad K_{x}=\frac{\kappa}{A^{2}} .
$$

Here we select $\kappa=\frac{3 \sqrt{2}}{8}$ and $\omega=\frac{31}{16}$. After integration, we obtain

$$
A_{x}^{2}=-\frac{21}{32}-\frac{9}{32 A^{2}}+\frac{31}{16} A^{2}-A^{6} .
$$

The turning points, which are the zeros of the right side, include $A= \pm 1, \pm \frac{i}{2}, \pm \frac{\sqrt{6}}{2}$, and $\pm i \frac{\sqrt{6}}{2}$, with a period approximately 1.93 .

Figure 12 depicts the numerically computed $L^{2}(\mathbb{R})$ essential spectrum of the linearization of (3.6) with the quintic focusing nonlinearity about a nontrivial phase solution. The numerical result shows that in the depicted range, the imaginary axis is included in the spectrum with an algebraic multiplicity two. The dashed red curves represent the graph of the bifurcation index, and their intersections with the imaginary axis identify potential bifurcation points. The numerical result confirms that the spectrum bifurcates from the imaginary axis at 0 and approximately $\pm 3.72 i$.


Figure 12: The numerically computed spectrum of the linearized operator of the focusing quintic Schrödinger equation about a nontrivial phase solution.

### 3.4 The Boussinesq equation

Another illustrative example is the generalized Boussinesq equation

$$
\begin{equation*}
u_{t t}-u_{x x}+u_{x x x x}-g(u)_{x x}=0 \tag{3.7}
\end{equation*}
$$

for some appropriate nonlinearity $g$ or, alternatively,

$$
\begin{equation*}
u_{t t}-2 c u_{x t}+\left(c^{2}-1\right) u_{x x}+u_{x x x x}-g(u)_{x x}=0 \tag{3.8}
\end{equation*}
$$

in the frame of reference moving at some $c \neq 0, \in \mathbb{R}$, the wave speed. Typically, the nonlinearity $g(u)$ is chosen to be $u^{2}$, but other choices are possible. Let $\phi(x)$ denote a standing wave solution of (3.8) or, equivalently, $\phi(x-c t)$ represents a traveling wave solution of (3.7). We assume that $\phi(x+T)=\phi(x)$ for some $T>0$, the period.

Linearizing (3.8) about a standing wave solution $\phi(x)$ leads to [42, 17]

$$
\begin{equation*}
\lambda^{2} v-2 c \lambda v_{x}+v_{x x x x}+\left(c^{2}-1\right) v_{x x}-(g(\phi) v)_{x x}=0, \quad \lambda \in \mathbb{C} . \tag{3.9}
\end{equation*}
$$

Introducing

$$
\begin{aligned}
& w=v_{x x}-\left(g(\phi)+1-c^{2}\right) v:=v_{x x}-Q(x) v, \\
& v_{1}=v_{x} \quad \text { and } \quad-\lambda^{2} w_{1}=w_{x}
\end{aligned}
$$

and we can reformulate (3.9) as

$$
\left(\begin{array}{c}
v  \tag{3.10}\\
w \\
v_{1} \\
w_{1}
\end{array}\right)_{x}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -\lambda^{2} \\
Q(x) & 1 & 0 & 0 \\
1 & 0 & -\frac{2 c}{\lambda} & 0
\end{array}\right)\left(\begin{array}{c}
v \\
w \\
v_{1} \\
w_{1}
\end{array}\right) .
$$

In short,

$$
\mathbf{v}_{x}=\mathbf{A}(x, \lambda) \mathbf{v} .
$$

We verify that (A1) and (A2) hold for

$$
\mathbf{B}(\lambda)=\left(\begin{array}{cccc}
8 c^{3} & -2 c & \lambda & -4 c^{2} \lambda \\
-2 c & 0 & 0 & \lambda \\
-\lambda & 0 & 0 & 0 \\
4 c^{2} \lambda & -\lambda & 0 & 2 c \lambda^{2}
\end{array}\right), \quad \text { where } \quad \mathbf{B}(\lambda)^{-1}=\left(\begin{array}{cccc}
0 & 0 & -\frac{1}{\lambda} & 0 \\
0 & -2 c & 0 & -\frac{1}{\lambda} \\
\frac{1}{\lambda} & 0 & 0 & -\frac{2 c}{\lambda^{2}} \\
0 & \frac{1}{\lambda} & -\frac{2 c}{\lambda^{2}} & 0
\end{array}\right) .
$$

Note that (3.10) is infinitesimally symplectic when $c=0$. Indeed, $\mathbf{A}(x,-\lambda)=\mathbf{A}(x, \lambda)$ and $\mathbf{B}(\lambda)=\left(\begin{array}{cc}\mathbf{0} & \lambda \mathbf{I}_{2} \\ -\lambda \mathbf{I}_{2} & \mathbf{0}\end{array}\right)$ when $c=0$. However, rather than having additional symmetry as seen in the case of the nonlinear Schrödinger equation, it appears that the symmetry reduces to the symplectic one.


Figure 13: The numerically computed "maple seed" spectrum for (3.10) for (3.11). The spectrum is depicted in blue, and the bifurcation index in red dashed.

Figure 13 presents the result from a numerical experiment with

$$
\begin{equation*}
Q(x)=5 \cos (x)+\sin (2 x) \quad \text { and } \quad c=1 . \tag{3.11}
\end{equation*}
$$

We pause to remark that this potential function does not arise in the stability problem for periodic traveling waves of the generalized Boussinesq equation, as far as we are aware. The blue curves are the numerically computed $L^{2}(\mathbb{R})$ essential spectrum of (3.10) for (3.11). We numerically observe that within the depicted range, the imaginary axis is included in the spectrum, and the algebraic multiplicity is zero or two. In fact, no portion of the spectrum has an algebraic multiplicity four. The dashed red lines represent the graph of the bifurcation index, and their intersections with the imaginary axis indicate potential bifurcation of the spectrum away from the imaginary axis.

Let's consider the generalized Boussinesq equation with a cubic power-law nonlinearity

$$
\begin{equation*}
u_{t t}-u_{x x}+u_{x x x x}-\left(u^{3}-u\right)_{x x}=0 \tag{3.12}
\end{equation*}
$$



Figure 14: The numerically computed spectrum of the linearized operator of (3.12) about (3.13). The magenta curves represent the sign of the discriminant of the characteristic polynomial.
and a periodic traveling wave solution in closed form

$$
\begin{equation*}
u(x, t)=\frac{\sqrt{7}}{2} \operatorname{dn}\left(\sqrt{\frac{7}{8}}(x-t), \frac{6}{7}\right) . \tag{3.13}
\end{equation*}
$$

Here "dn" represents a Jacobi elliptic function, the delta amplitude. Note that (3.13) oscillates between a minimum of $\frac{1}{2}$ and a maximum of $\frac{\sqrt{7}}{2}$ with a period $2 \sqrt{\frac{8}{7}} \mathrm{~K}\left(\frac{6}{7}\right) \approx$ 5.156, where K is the complete elliptic integral of the first kind.

Figure 14 shows the numerically computed $L^{2}(\mathbb{R})$ essential spectrum of the linearization operator of (3.12) about (3.13). The magenta curves represent the sign of the discriminant of the characteristic polynomial. The numerical result reveals that the algebraic multiplicity is either zero or four when the discriminant is positive, while the multiplicity is two when the discriminant is negative. The transition between multiplicities zero and two is detected by the change in the sign of the discriminant. There do not appear to be any intervals where the multiplicity is four, and the bifurcation index seems to have a simple zero at $0 \in \mathbb{C}$.

### 3.5 Spectrum along the imaginary axis towards $\pm i \infty$

When applying (1.26) to a fourth-order equation, we obtain

$$
\operatorname{res}_{4}(\lambda) \sim \frac{T^{4} \sin ^{2}(\sqrt[4]{\lambda} T) \sinh ^{2}(\sqrt[4]{\lambda} T)(\cos (\sqrt[4]{\lambda} T)-\cosh (\sqrt[4]{\lambda} T))^{4}}{\lambda^{3}}
$$

which is generally not real even if $\lambda$ belongs to the imaginary axis. This reflects the fact that the limiting eigenvalue problem, which is the ODE with $\lambda$ as a parameter solved by the leading-order WKB approximations, is generally not Hamiltonian for a spectral problem of even order. Consequently, we do not expect to find information
about spectrum and, hence, bifurcations along the imaginary axis. However, for the even-order equations discussed here, such as the generalized Boussinesq equation and the nonlinear Schrödinger equation both with and without a phase, the WKB approximation gives a leading-order approximation in the spectral parameter that corresponds to the solutions of a Hamiltonian ODE. Therefore, in theory, we can produce leadingorder approximations of the discriminant of the characteristic polynomial as well as the bifurcation index for such equations.

For the case of the nonlinear Schrödinger equation, both with and without a phase, we set $\lambda=i \nu^{2}$ for $\nu \gg 1$. Plugging this into the formula, we obtain the following leading-order expression for the discriminant of the characteristic polynomial:

$$
\Delta_{4}\left(i \nu^{2}\right) \sim-256 \sin ^{2}(\nu T) \sinh ^{2}(\nu T)(\cos (\nu T)-\cosh (\nu T))^{4} \leqslant 0 .
$$

Consequently, there are two eigenvalues of the monodromy matrix on the unit circle outside the discrete set of $\mathbb{C}$ for $\lambda \in i \mathbb{R}$ and $|\lambda| \gg 1$. Furthermore, the leading-order expression for the bifurcation index is

$$
\Phi_{4}\left(i \nu^{2}\right) \sim \frac{16 T^{4} \sin ^{2}(\nu T) \sinh ^{2}(\nu T)(\cos (\nu T)-\cosh (\nu T))^{4}}{\nu^{4}} \geqslant 0 .
$$

However, this vanishes to an even order when $\nu$ is an integer multiple of $\frac{2 \pi}{T}$, suggesting that bifurcations of isolas are possible near these points, depending on how the bifurcation index perturbs. Determining whether there is an infinite number of bifurcations along the imaginary axis would require higher-order WKB approximations. For the nonlinear Schrödinger equation, with or without a phase, the next-order non-vanishing WKB approximation depends on the potential, and it can be numerically determined in any particular case. However, to the best of our knowledge, it is not particularly amenable to general analysis.

For the generalized Boussinesq equation, the leading-order discriminant and bifurcation index are the same as those for the nonlinear Schrödinger equation. Therefore, higher-order WKB approximations, which depend on the potential, would be required to analyze the possibility of an infinite number of bifurcations.

## 4 The Kawahara equation

We conclude by considering the fifth-order KdV equation known as the Kawahara equation

$$
\begin{equation*}
u_{t}-u_{x x x x x}+\alpha u_{x x x}+u u_{x}=0, \quad \alpha \in \mathbb{R} \tag{4.1}
\end{equation*}
$$

Similar to other equations discussed herein, there has been extensive research into the stability of traveling waves to (4.1) [1, 7, 18, 33, 40, 44, 45].

We will begin by providing comprehensive discussion of periodic traveling waves of (4.1), given explicitly in terms of a Jacobi elliptic function. This expands on the treatment in [29]. In the case of $\alpha=0,(4.1)$ admits a one-parameter family of stationary periodic solutions given explicitly as

$$
\begin{equation*}
\phi(x)=420 \sigma^{4} \mathrm{cn}^{4}\left(\sigma x, \frac{1}{2}\right)-168 \sigma^{4}, \quad \sigma \in \mathbb{R} . \tag{4.2}
\end{equation*}
$$

Since (4.1) enjoys the same Galilean invariance as the generalized KdV equation, we can boost and translate the solution to obtain periodic traveling wave solutions. However,
since these transformations do not alter the stability or instability of the solution, we will limit our discussion to the form (4.2).

For $\alpha \neq 0$, periodic traveling wave solutions of (4.1) become more intricate due to the loss of scaling invariance present in the $\alpha=0$ case. Nevertheless, we obtain a one-parameter family of periodic stationary wave solutions, represented as

$$
\begin{equation*}
\phi(x)=C_{1}+C_{2} \mathrm{cn}^{2}\left(\sigma x, m^{*}\right)+C_{3} \mathrm{cn}^{4}\left(\sigma x, m^{*}\right), \tag{4.3a}
\end{equation*}
$$

where

$$
\begin{align*}
& C_{1}=\frac{-31 \alpha^{2}+264992 \sigma^{4} m^{* 2}-264992 \sigma^{4} m^{*}-18928 \sigma^{4}+3640 \alpha \sigma^{2}-7280 \alpha \sigma^{2} m^{*}}{507}, \\
& C_{2}=-\frac{280}{13} \sigma^{2} m^{*}\left(-\alpha+104 \sigma^{2} m^{*}-52 \sigma^{2}\right),  \tag{4.3b}\\
& C_{3}=1680 \sigma^{4} m^{* 2}
\end{align*}
$$

This family of traveling wave solutions is parameterized by $\sigma$ and, additionally, by Galilean and translational invariance, which we do not include here. It is worth noting that, unlike the $\alpha=0$ case, where $\sigma$ can take any real value, for $\alpha \neq 0, \sigma$ must satisfy $\left|\frac{\alpha}{\sigma^{2}}\right|<52$. Interestingly, the number 52 is not a numerical approximation but the exact value, corresponding to the unique real root of

$$
31 x^{3}-56784 x-1406080=0 .
$$

When $\left|\frac{\alpha}{\sigma^{2}}\right|<52$, (4.3) defines periodic traveling waves of (4.1) and they are characterized by an elliptic parameter $m^{*}$ determined by the unique root of

$$
\begin{equation*}
-703040(m-2)(m+1)(2 m-1)+56784 \frac{\alpha}{\sigma^{2}}\left(m^{2}-m+1\right)-31\left(\frac{\alpha}{\sigma^{2}}\right)^{3}=0 \tag{4.4}
\end{equation*}
$$

within the interval $m \in(0,1)$. It is important to note that changing the sign of $\alpha$ results in exchanging the parameter $m$ with its complementary parameter $m^{\prime}=1-m$. This arises from the imaginary Jacobi transformation, which relates elliptic functions with argument $x$ and parameter $m$ to those with argument $i x$ and parameter $1-m$, together with the fact that under a complex rotation $x \mapsto i x$, we have $\partial_{x x} \mapsto-\partial_{x x}$ and $\partial_{x x x x} \mapsto \partial_{x x x x}$.

Figure 15 depicts the elliptic parameter $m^{*}$ as a function of $\frac{\alpha}{\sigma^{2}}$ within the range $(-52,52)$. The curve exhibits critical points $m^{*} \approx 0.285665$ and $m^{*} \approx 0.714335$, corresponding to the two roots of the polynomial

$$
64-192 m-391 m^{2}+1102 m^{3}-391 m^{4}-192 m^{5}+64 m^{6}
$$

which is the discriminant of (4.4) with respect to $\frac{\alpha}{\sigma^{2}}$. These critical points reside in the interval $(0,1)$.

Additionally, we will rely on results regarding the real roots of a real quintic polynomial, following the notation and methodology in [10]. To summarize, a real quintic polynomial

$$
p(x)=a_{0} x^{5}+5 a_{1} x^{4}+10 a_{2} x^{3}+10 a_{3} x^{2}+5 a_{4} x+a_{5},
$$

$a_{k} \in \mathbb{R}$, can be transformed into a monic depressed quintic polynomial

$$
p_{0}(x)=x^{5}+10 A_{2} x^{3}+10 A_{3} x^{2}+5 A_{4} z+A_{5},
$$



Figure 15: $m^{*}$ as a function of $\frac{\alpha}{\sigma^{2}}$.
using the change of variables $x \mapsto \frac{x-a_{1}}{a_{0}}$. Let

$$
\begin{aligned}
& \Delta_{5}=\operatorname{disc}\left(p_{0}\right) \\
& P_{5}=4 A_{2}^{3}+A_{3}^{2} \\
& D_{5}=A_{5}^{2}+16 A_{2} A_{4}^{2}-76 A_{2} A_{3} A_{5}-\left(272 A_{2}^{3}-108 A_{3}^{2}\right) A_{4}+24 A_{2}^{2}\left(40 A_{2}^{3}+27 A_{3}^{2}\right)
\end{aligned}
$$

Suppose $\Delta_{5}, P_{5}, D_{5} \neq 0$. Similar to quartic polynomials, the roots of $p_{0}$ and, hence, $p$ have:

- five real roots if $\Delta_{5}>0$ and $P_{5}<0, D_{5}<0$,
- three real roots if $\Delta_{5}<0$,
- one real root if $\Delta_{5}>0$ and either $P_{5}>0$ or $D_{5}>0$.

For simplicity, we omit discussion of various higher co-dimension possibilities, where one or more of $\Delta_{5}, P_{5}, D_{5}$ vanishes. It is worth noting that these quantities can be expressed entirely in terms of the Floquet discriminant for (4.1), but the resulting analytical expressions are quite extensive, and we do not reproduce them there.

### 4.1 Numerical experiments

We begin our numerical experiment by setting $\alpha=0$ and focusing on the periodic standing wave solutions in (4.2). Note that neither the scaling invariance transformation $u(x, t) \mapsto \sigma^{4} u\left(\sigma x, \sigma^{9} t\right)$ nor the Galilean invariance transformation $u(x, t) \mapsto$ $c+u(x-c t, t)$ affects the stability or instability of the underlying wave. Consequently, the results obtained in our numerics apply to the entire family of traveling waves under consideration.

For our numerical computation, we have chosen $\sigma=\frac{1}{4}$. From general modulation theoretic considerations, we expect that at $0 \in \mathbb{C}$, the associated monodromy matrix should have an eigenvalue $\mu=1$ with an algebraic multiplicity three. Our numerical findings indeed confirms this and the spectral problem is numerically stiff. Specifically,


Figure 16: (Left) The numerically computed spectrum of the linearization of (4.1) about (4.2) for $\alpha=0$ and $\sigma=\frac{1}{4}$. (Right) A close-up near the interval of multiplicity five, alongside the graphs of the triple covering $\lambda_{-1}, \lambda_{0}$ and $\lambda_{1}$.
at $\lambda=0$, the eigenvalues of the monodromy matrix include $\mu=1$ with a multiplicity three, $\mu \approx 28284.5$ and $\mu \approx 3.536 \times 10^{-5}$.

In Figure 16, the blue curves represent the numerically computed $L^{2}(\mathbb{R})$ essential spectrum of the linearized operator of (4.1), without third-order dispersion, about (4.2) for $\sigma=\frac{1}{4}$. On the left, the spectrum is observed to be entirely aligned with the imaginary axis, and all numerically computed eigenvalues have a maximum real part approximately $3.4 \times 10^{-10}$. The magenta lines, running parallel to the imaginary axis, indicate intervals where the spectrum has an algebraic multiplicity three. This interval is approximately $(-0.015 i, 0.015 i)$. To validate the determination of the region with multiplicity three, we compared it with the results obtained from the spectral computation. As the Floquet exponent $\mu$ varies over a range, it becomes evident that the interval $(-0.015 i, 0.015 i)$ is triply covered. The right panel shows the imaginary parts of the triple covering $\lambda_{-1}, \lambda_{0}$, and $\lambda_{1}$ as functions of $\mu$. The independently computed region of multiplicity three, utilizing the Floquet discriminant, is in magenta, and the two are in excellent agreement.


Figure 17: (Left) The numerically computed spectrum of the linearization of (4.1) about (4.3) for $\alpha=-2$ and $\sigma=\frac{1}{4}$. (Middle) A close-up of the bifurcation index near $0 \in \mathbb{C}$. (Right) The graphs of triple covering $\lambda_{0}$ and $\lambda_{ \pm 1}$ as functions of $\mu$. The magenta lines are the intervals in $i \mathbb{R}$ of multiplicity three.

Let's examine the spectral problem for (4.1) and the periodic traveling wave solution in (4.3) for $\alpha=-2$ and $\sigma=\frac{1}{4}$. This gives an elliptic parameter $m \approx .6185$. It is
important to note that for this particular sign of $\alpha$, the two kinetic energy terms in the Hamiltonian, $\int u_{x}^{2} d x$ and $\int u_{x x}^{2} d x$, exhibit opposite signs. Based on physical intuition, the kind of competition between these two terms might lead to instabilities. Our numerical results indeed support the intuition.

In the left panel of Figure 17, the blue curves represent the numerically computed $L^{2}(\mathbb{R})$ essential spectrum of the linearization of (4.1) about (4.3) for $\alpha=-2$ and $\sigma=\frac{1}{4}$. We numerically observe that the spectrum bifurcates from the imaginary axis at the origin and at six other points along the imaginary axis. Notably, the dashed red curves intersect the imaginary axis precisely at these bifurcation points. Within an interval along the imaginary axis around $0 \in \mathbb{C}$, excluding the origin itself, the algebraic multiplicity is one. On the other hand, there exist two short intervals, in magenta, on the imaginary axis with a multiplicity three, away from $0 \in \mathbb{C}$.

On the right, the blue curves show the imaginary parts of three purely imaginary eigenvalues as functions of the Floquet exponent $\mu$, accompanied by subintervals on the imaginary axis where the multiplicity is three, in magenta. It is evident that the two are in very close agreement. It is worth emphasizing that these graphs were computed using different computer codes. The magenta intervals were determined using an ODE solver along the imaginary axis to compute the Floquet discriminant, while the blue curves were obtained through spectral decomposition together with an eigenvalue solver.

### 4.2 Spectrum along the imaginary axis towards $\pm i \infty$

Similar to the case of the generalized KdV equation, Theorem 6 applies to the Kawahara equation. Specifically, for $\lambda=i \nu^{5}$ and $\nu \gg 1$, the discriminant of the characteristic polynomial is approximated as

$$
\begin{aligned}
\Delta_{5}\left(i \nu^{5}\right) \sim & 4096\left(\cos \left(\frac{1}{2} \sqrt{5} \nu T\right)-\cosh \left(\frac{1}{2} \sqrt{5-2 \sqrt{5}} \nu T\right)\right)^{2} \\
& \times\left(\cos \left(\frac{1}{4}(5+\sqrt{5}) \nu T\right)-\cosh \left(\frac{1}{2} \sqrt{\frac{1}{2}(5-\sqrt{5})} \nu T\right)\right)^{2} \\
& \times\left(\cos \left(\frac{1}{4}(\sqrt{5}-5) \nu T\right)-\cosh \left(\frac{1}{2} \sqrt{\frac{1}{2}(5+\sqrt{5})} \nu T\right)\right)^{2} \\
& \times\left(\cos \left(\frac{1}{2} \sqrt{5} \nu T\right)-\cosh \left(\frac{1}{2} \sqrt{5+2 \sqrt{5}} \nu T\right)\right)^{2} \\
& \times \sinh ^{2}\left(\frac{1}{2} \sqrt{\frac{1}{2}(5-\sqrt{5})} \nu T\right) \sinh ^{2}\left(\frac{1}{2} \sqrt{\frac{1}{2}(5+\sqrt{5})} \nu T\right) .
\end{aligned}
$$

While this expression may appear somewhat involved, it is real and positive for all real values of $\nu$ for all $T>0$. Subsequently, (1.26) provides the formula for the bifurcation index. Our verification confirms, as with the generalized KdV equation, that only a finite number of isolas bifurcate away from the imaginary axis for the Kawahara equation.
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