SOME RESULTS OBTAINED BY APPLICATION OF THE LLT ALGORITHM

SINÉAD LYLE

Abstract. For every Hecke algebra of type $A$, we may define a decomposition matrix; the structure of each such matrix is well-known, but in general there is no way to compute the entries. An exception is the Hecke algebra $H_0 = H_{C,\omega}(S_n)$, where $\omega$ is a root of unity in $C$. Here a recursive algorithm, the LLT algorithm, will produce the decomposition matrices – in fact, the resulting matrix provides a “first approximation” to the decomposition matrix of an arbitrary Hecke algebra of type $A$.

The LLT algorithm is, however, recursive on $n$. We show that, in the case of some simple partitions, it is possible to use the algorithm to obtain general results; in particular, given a Specht module corresponding to a partition with at most three parts, we will find its composition factors. We also give an indication of the situation in which the partition in question has four parts.

1. Introduction

In 1996, a recursive algorithm was published, which the authors claimed could determine the decomposition matrices of the Iwahori–Hecke algebra $H_0 = H_{C,\omega}(S_n)$, where $\omega$ was a primitive $e$th root of unity in $C$. Apart from being interesting in their own right, the decomposition matrices for $H_0$ will provide information about an arbitrary Hecke algebra $H = H_{F,q}(S_n)$, including the symmetric group algebra $F\mathfrak{S}_n$.

This claim [4] has since been proved [1], and the resulting algorithm is known as the LLT algorithm. However, it is recursive on $n$, and even with specially designed computer programs, for example the GAP share package Specht [S+95, 7], it is impractical to obtain results for large $n$. Nevertheless, in the case of some simple partitions, it has been possible to obtain explicit results. We concentrate here on partitions with at most three parts; we will determine the composition factors of any Specht module corresponding to such a partition. More detailed proofs of our results and further information concerning partitions with at most four parts appear in [5]; the arguments applied are similar to those given.

We begin by establishing some notation. We fix an integer $e \geq 2$. Throughout, $H_0$ will denote the Iwahori–Hecke algebra $H_{C,\omega}(S_n)$ where $\omega$ is a primitive $e$th root of unity in $C$. It has been shown that $H_0$ is a cellular algebra; accordingly for each partition $\lambda$ of $n$, we define a cell $H_0$-module $S_{\lambda}$ (known as the Specht module) and a $H_0$-module $D_{\lambda}$. We use the notation of Dipper and James [2] rather than taking the conjugate dual modules of some of the literature. Hence we define the
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decomposition matrix of $\mathcal{H}_0$: for $\lambda, \mu$ partitions of $n$ and $\lambda$ $e$-regular, set $d_{\mu \lambda} = [S^\mu : D^\lambda]$ to be the composition multiplicity of $D^\lambda$ in $S^\mu$. The matrix $D = (d_{\mu \lambda})$ where $\lambda, \mu$ are partitions of $n$ and $\lambda$ is $e$-regular is called the decomposition matrix of $\mathcal{H}_0$; since $\{S^\lambda \mid \lambda \text{ a partition of } n\}$ form a complete set of pairwise inequivalent cell modules of $\mathcal{H}_0$, and $\{D^\lambda \mid \lambda \text{ an } e\text{-regular partition of } n\}$ form a complete set of pairwise inequivalent irreducible $\mathcal{H}_0$-modules, it agrees with the usual definition of a decomposition matrix.

We define a partial order on the set of partitions of $n$ by saying that $\lambda \succeq \mu$ if and only if

$$\sum_{i=1}^k \lambda_i \geq \sum_{i=1}^k \mu_i \text{ for all } k$$

and write $\lambda \succ \mu$ if $\lambda \succeq \mu$ and $\lambda \neq \mu$. Suppose that $\lambda$ and $\mu$ are partitions of $n$ with $\lambda$ being $e$-regular. Then

1. $d_{\lambda \lambda} = 1$
2. $d_{\mu \lambda} = 0$ unless $\lambda \succeq \mu$.

Hence by arranging the rows and columns of $D$ in a suitable order, we get that $D$ is lower unitriangular.

The LLT algorithm will compute these decomposition matrices.

2. The LLT algorithm

We begin by describing the LLT algorithm.

**Definition.** Let $\lambda = (\lambda_1, \lambda_2, \ldots)$ be a partition. Then the diagram of $\lambda$, denoted $[\lambda]$, is the set of nodes $\{(i, j) \mid 1 \leq j \leq \lambda_i \text{ and } i \geq 1\}$.

The $e$-residue diagram of $\lambda$, is the diagram obtained by replacing each node by the number $(j - i) \mod e$ and the $e$-ladder diagram of $\lambda$ is the diagram obtained by replacing each node by the number $i - j + (j - 1)e$.

**Example.** Let $\lambda = (4, 2, 1)$ and $e = 3$. Then the diagram, $e$-residue diagram and $e$-ladder diagram of $\lambda$ are respectively given by:

$$\begin{array}{cccccc}
* & * & * & 0 & 1 & 2 \\
* & * & 2 & 0 & & 1 \\
* & & & 1 & & 2 \\
\end{array}$$

**Definition.** A node $\gamma \notin [\lambda]$ is said to be addable if $[\lambda \cup \gamma]$ is the diagram of a partition. A node $\gamma \in [\lambda]$ is said to be removable if $[\lambda \setminus \gamma]$ is the diagram of a partition.

**Example.** Let $\lambda = (5, 3, 3, 1)$. Then the removable nodes are those indicated by an underscore in the first diagram and the addable nodes those indicated by a dot in the second.
**Definition.** Let \( \lambda, \mu \) be partitions and suppose the \( \epsilon \)-residue diagram of \( \mu \) is formed by adding \( d \) nodes, all of residue \( i \), to the \( \epsilon \)-residue diagram of \( \lambda \). Write \( \lambda \xrightarrow{d,i} \mu \). Define

\[
F_{i}^{d}(\lambda) = \sum_{\lambda \xrightarrow{d,i} \mu} v^{N_{i}(\lambda,\mu)} \mu
\]

where \( N_{i}(\lambda,\mu) \) is given by

\[
N_{i}(\lambda,\mu) = \sum_{\gamma \in [\mu] \setminus [\lambda]} \left( \# \{ \gamma' \mid \gamma' \text{ an addable } i\text{-node of } \mu \text{ above } \gamma \} - \# \{ \gamma' \mid \gamma' \text{ a removable } i\text{-node of } \lambda \text{ above } \gamma \} \right).
\]

The term \( v \) may be regarded simply as a parameter.

**Definition.** The LLT algorithm can now be implemented. The algorithm works by calculating the ‘crystallized decomposition matrix’ of \( H_0 \). This is a lower triangular matrix with the same structure as the decomposition matrix of \( H_0 \), but whose lower triangular entries are elements of \( vN[v] \), where \( 0 \) is included as a natural number. The decomposition matrix of \( H_0 \) is then obtained by setting \( v = 1 \).

If \( \lambda \) is an \( \epsilon \)-regular partition of \( n \), define \( B_{\lambda}(\nu) \) to be the column of the crystallized decomposition matrix indexed by \( \lambda \). Since the LLT algorithm is recursive, we assume that we know \( B_{\lambda}(\nu) \) where \( \nu \) is a partition of \( m \) and either \( m < n \) or \( m = n \) and \( \lambda \triangleright \mu \). This is reasonable, since if \( n = 1 \) the crystallized decomposition matrix is simply the identity matrix and if \( \mu \) dominates no other \( \epsilon \)-regular partition of \( n \) then \( B(\mu) = \mu \).

To find \( B(\lambda) \) for given \( \lambda \), we operate the LLT algorithm as follows.

1. Write down the \( \epsilon \)-residue diagram of \( \lambda \). Construct the partition \( \tau \) by removing those nodes in [\( \lambda \)] with maximal ladder number. Suppose there are \( d \) such nodes and that they have (common) \( \epsilon \)-residue \( i \).
2. By assumption, we know \( B(\tau) \). Set \( C_{\lambda} = F_{i}^{d}B(\tau) \) with \( F_{i}^{d}B(\tau) \) defined in the obvious manner from \( F_{i}^{d}(\tau') \). Then \( C_{\lambda} \) is of the form

\[
C_{\lambda} = \sum_{\lambda \triangleright \nu} c_{\lambda}\nu
\]

\[
= B(\lambda) - \sum_{\lambda \triangleright \nu} \alpha_{\lambda}\nu B(\nu)
\]

where \( \alpha_{\lambda}\nu \in \mathbb{N}[v + v^{-1}] \) and \( c_{\lambda}\nu \in \mathbb{N}[v, v^{-1}] \).

3. Find the most dominant partition, \( \nu_0 \), such that \( c_{\nu_0}\lambda(v) \) does not belong to \( vN[v] \). If no such partition exists then \( B(\lambda) = C_{\lambda} \) and we are done. Otherwise, \( \alpha_{\nu_0}\lambda(v) \) is the unique polynomial in \( v + v^{-1} \) such that the coefficient of \( v^i \) in \( \alpha_{\nu_0}\lambda(v) \) is equal to the coefficient of \( v^i \) in \( c_{\nu_0}\lambda(v) \) for all \( i \leq 0 \). Replace \( C_{\lambda} \) with the element \( C_{\lambda} - \alpha_{\nu_0}\lambda(v)B(\nu_0) \) and repeat step 3 until all the coefficients \( c_{\lambda}\nu(v) \) belong to \( vN[v] \) for \( \lambda \triangleright \nu \).

**Example.** Consider \( \lambda = (3, 2) \) and \( \epsilon = 2 \). We wish to find \( B(3, 2) \).

1. Find \( \tau \). The \( \epsilon \)-ladder diagram of \( \lambda \) is

\[
\begin{array}{ccc}
0 & 1 & 2 \\
1 & 2 & \\
\end{array}
\]

Hence \( \tau \) is given by

\[
\begin{array}{ccc}
* & * & * \\
* & & *
\end{array}
\]

where we have removed 2 nodes, both of \( \epsilon \)-residue 0.
(2) Looking up $\tau = (2,1)$ we find that $B(\tau) = (2,1)$. We calculate $C_\lambda = F_0^d B(\tau)$:

$$
\begin{array}{cccccccc}
0 & 1 & 0 & 1 & v & 0 & 1 & 0 \\
1 & 2 & 0 & 1 & 0 & + & 1 & + & 1 & 0 & \rightarrow & 0 & 1 & 0 & 0
\end{array}
$$

(3) Since this is of the correct form,

$$B(3,2) = (3,2) + v(3,1^2) + v^2(2^2,1).$$

**Example.** Consider $\lambda = (5)$ and $e = 2$. We wish to find $B(5)$.

(1) Find $\tau$. The $e$-ladder diagram of $\lambda$ is $0 1 2 3 4$. Hence $\tau$ is given by $\ast \ast \ast \ast$ where we have removed 1 node, of $e$-residue 0.

(2) Looking up $\tau = (4)$ we find that $B(\tau) = (4) + v(3,1) + v(2,1^2) + v^2(1^4)$.

We calculate $C_\lambda = F_0^d B(\tau)$:

$$
\begin{array}{cccccccc}
0 & 1 & 0 & 1 & v & 0 & 1 & 0 & v & 0 & 1 & v^2 & 0 & 0 & 1 & 0 & 1 & 0 \\
& + & 1 & + & 1 & + & 1 & + & 0 & \rightarrow & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}
$$

(3) This is not of the correct form. The partition $\nu = (3,2)$ has coefficient $1 \notin vN[v]$. Hence $a_{\nu,\lambda}(v) = 1$. We subtract $B(3,2)$ once from $C_\lambda$ to get

$$(5) + (3,2) + 2v(3,1^2) + v^2(2^2,1) + v^2(1^5) - [(3,2) + v(3,1^2) + v^2(2^2,1)]$$

$$= (5) + v(3,1^2) + v^2(1^5).$$

This is of the correct form, hence

$$B(5) = (5) + v(3,1^2) + v^2(1^5).$$

**Remark 2.1.** There are two very useful facts which are not immediately apparent from this description. These are as follows.

- For a given partition $\mu$ of $n$ and $d, i \in \mathbb{N}$ suppose that $F_i^d B(\mu)$ is of the form

$$\lambda + v \sum_{\lambda > \nu} c_{\nu,\lambda}(v) \nu$$

for polynomials $c_{\nu,\lambda}(v) \in \mathbb{N}[v]$. Then $B(\lambda) = F_i^d B(\mu)$.

- The partial order on the set of partitions of $n$ gives that if $\nu$ has exactly $s$ parts and $\mu$ exactly $t$ parts with $s < t$ then $\mu \nleq \nu$. Suppose we only consider some dominant partitions, that is, those partitions with at most $s$ parts. Given a partition $\lambda$, we would like to find out which such dominant Specht modules contain $D^\lambda$ as a composition factor. The format of the LLT algorithm means that we can achieve this by simply ignoring, at every step, those partitions with more than $s$ parts.
3. Partitions with at most 3 parts

**Definition.** Let \( B_s^r(\lambda) \) be the truncated column of the crystallized decomposition matrix indexed by \( \lambda \) corresponding to only the rows containing partitions with at most \( s \) parts. Clearly if \( \lambda \) itself has more than \( s \) parts then \( B_s^r(\lambda) = 0 \). For the rest of Section 3, we consider \( B_s^r(\lambda) \), denoted simply \( B^r(\lambda) \).

**Theorem 3.1.** Let \( 2 \leq e < \infty \) and suppose \( \lambda = (\lambda_1, \lambda_2) \) is a one or two part \( e \)-regular partition of \( \lambda_1 + \lambda_2 = n \). Suppose that
\[
\begin{align*}
\lambda_1 - \lambda_2 &= ae + i - 1 \\
\lambda_2 &= be + j - 1
\end{align*}
\]
where \( 0 \leq i, j < e \). Define
\[
\begin{align*}
m_2 &= be - 1 \\
m_1 - m_2 &= ae - 1
\end{align*}
\]
so that \( \lambda = (m_1 + i, m_2 + j) \). Also if \( (i + j) > e \), let
\[
I = (i + j) - e.
\]
Then \( B^r(\lambda) \) is given by the following sums of partitions.

- **Case:** \( i, j = 0 \):
  \[
  \frac{(m_1, m_2)}{(m_1, m_2)}
  \]

- **Case:** \( i = 0, j > 0 \):
  \[
  a = 1, b = 0:
  \begin{align*}
  m_1 + j, m_2 + j \\
a \geq 2, b = 0:
  (m_1 + j, m_2 + j) + v(m_1 + j - e, m_2 + e, j)
  \\
a \geq 1, b \geq 1:
  (m_1 + j, m_2 + j) + v(m_1 + j, m_2, j) + v^2(m_1, m_2 + j, j)
  \]

- **Case:** \( i > 0, j = 0 \):
  \[
  a = 0, b = 1:
  \begin{align*}
  m_1 + i, m_2 \\
a = 0, b \geq 2:
  (m_1 + i, m_2) + v(m_1, m_2 - e + i, e)
  \\
a \geq 1, b \geq 1:
  (m_1 + i, m_2) + v(m_1, m_2 + i) + v^2(m_1, m_2, i)
  \]

- **Case:** \( i, j > 0, i + j < e \):
  \[
  a = 0, b = 0:
  \begin{align*}
  m_1 + i + j, m_2 + j \\
a = 1, b = 0:
  (m_1 + i + j, m_2 + j) + v(m_1 + i, m_2 + i + j)
  \\
a \geq 2, b = 0:
  (m_1 + i + j, m_2 + j) + v(m_1 + i, m_2 + i + j) + v(m_1 + i + j - e, m_2 + e, j) +
  v^2(m_1 + j - e, m_2 + e, i + j)
  \\
a = 0, b = 1:
  \]

- **Case:** \( i, j > 0, i + j \geq e \):
  \[
  a = 0, b = 0:
  \begin{align*}
  m_1 + i + j, m_2 + j \\
a = 1, b = 0:
  (m_1 + i + j, m_2 + j) + v(m_1 + i, m_2 + i + j)
  \\
a \geq 2, b = 0:
  (m_1 + i + j, m_2 + j) + v(m_1 + i, m_2 + i + j) + v(m_1 + i + j - e, m_2 + e, j) +
  v^2(m_1 + j - e, m_2 + e, i + j)
  \
  \]
\[(m_1 + i + j, m_2 + j) + v(m_1 + i + j, m_2, j)\]
\[a = 0, b \geq 2:\]
\[(m_1 + i + j, m_2 + j) + v(m_1 + i + j, m_2, j) + v(m_1 + j, m_2 + i + j - e, e) + v^2(m_1, m_2 + i + j - e, e + j)\]
\[a \geq 1, b \geq 1:\]
\[(m_1 + i + j, m_2 + j) + v(m_1 + j, m_2 + i + j) + v(m_1 + i + j, m_2, j) + v_2(m_1 + j, m_2 + i + j) + v^2(m_1, m_2 + i + j, i + j)\]

\[i + j = e:\]
\[a = 0, b = 0:\]
\[(m_1 + e, m_2 + j)\]
\[a = 1, b = 0:\]
\[(m_1 + e, m_2 + j) + v(m_1 + j, m_2 + e)\]
\[a \geq 2, b = 0:\]
\[(m_1 + e, m_2 + j) + v(m_1 + j, m_2 + e) + v(m_1, m_2 + e, j)\]
\[a = 0, b = 1:\]
\[(m_1 + e, m_2 + j) + v(m_1 + e, m_2, j)\]
\[a = 1, b = 1:\]
\[(m_1 + e, m_2 + j) + v(m_1 + j, m_2 + e) + v(m_1 + e, m_2, j) + v_2(m_1, m_2 + j, e)\]
\[a \geq 2, b = 1:\]
\[(m_1 + e, m_2 + j) + v(m_1 + j, m_2 + e) + v(m_1 + e, m_2, j) + v(m_1, m_2 + e, j) + v_2(m_1, m_2 + j, e)\]
\[a = 0, b \geq 2:\]
\[(m_1 + e, m_2 + j) + v(m_1 + e, m_2, j) + v(m_1 + j, m_2, e)\]
\[a = 1, b \geq 2:\]
\[(m_1 + e, m_2 + j) + v(m_1 + j, m_2 + e) + v(m_1 + e, m_2, j) + v(m_1 + j, m_2, e) + v_2(m_1, m_2 + j, e)\]
\[a \geq 2, b \geq 2:\]
\[(m_1 + e, m_2 + j) + v(m_1 + j, m_2 + e) + v(m_1 + e, m_2, j) + v(m_1 + j, m_2, e) + v(m_1, m_2 + e, j) + v_2(m_1, m_2 + j, e)\]

\[i + j > e:\]
\[a = 0, b = 0:\]
\[(m_1 + e + I, m_2 + j) + v(m_1 + e, m_2 + j, I)\]
\[a = 1, b = 0:\]
\[(m_1 + e + I, m_2 + j) + v(m_1 + e, m_2 + j, I) + v(m_1 + j, m_2 + e + I) + v_2(m_1 + j, m_2 + e, I)\]
\[a \geq 2, b = 0:\]
\[(m_1 + e + I, m_2 + j) + v(m_1 + e, m_2 + j, I) + v(m_1 + j, m_2 + e + I) + v_2(m_1 + j, m_2 + e, I) + v(m_1 + I, m_2 + e, j) + v_2(m_1, m_2 + e + I, j)\]
\[a = 0, b = 1:\]
\[(m_1 + e + I, m_2 + j) + v(m_1 + e, m_2 + j, I) + v(m_1 + e + I, m_2, j) + v(m_1 + e, m_2 + I, j) + v_2(m_1 + e, m_2 + I, j)\]
\[a = 1, b = 1:\]
\[(m_1 + e + I, m_2 + j) + v(m_1 + e, m_2 + j, I) + v(m_1 + j, m_2 + e + I) + v_2(m_1 + j, m_2 + e, I) + v(m_1 + e + I, m_2, j) + v(m_1 + e, m_2 + I, j) + v_2(m_1 + I, m_2 + j, e) + v_3(m_1, m_2 + j, e + I)\]
\[a \geq 2, b = 1:\]
where
is either 0 or 1 for any irreducible
Suppose
Example.
Corollary 3.2. We recover the decomposition matrix by setting \( v = 1 \). If \( \lambda \) is a partition with at most 2 parts and \( \mu \) a partition with at most 3 parts then \( [S^\mu : D^\lambda] \) is either 0 or 1 for any irreducible \( D^\lambda \).

Remark 3.3. If \( e = 2 \) then the case \( a = 0 \) does not occur and the only cases for \((i,j)\) are \((i = 0, j = 0), (i = 1, j = 0), (i = 0, j = 1) \) and \((i + j = e)\). In these situations, Theorem 3.1 still holds.

Example. Suppose \( e = 3 \) and \( \lambda = (8, 6) \). Using the definitions above, we get that \((i,j) = (0,1), (m_1, m_2) = (7,5)\) and \((a,b) = (1,2)\). If we look up this case above, we find that

\[
B'(\lambda) = (m_1 + j, m_2 + j) + v(m_1 + j, m_2 + j) + v^2(m_1 + j, m_2 + j) + v^3(m_1 + j, m_2 + j)
\]

\[
= (8, 6) + v(8, 5, 1) + v^2(7, 6, 1)
\]

and that \( D^{(8,6)} \) is a composition factor of \( S^{(8,6)}, S^{(8,5,1)} \) and \( S^{(7,6,1)} \), each with multiplicity 1.

Theorem 3.4 (The column addition theorem). Let \( \lambda, \mu \) be partitions of \( n \) where \( \lambda = (\lambda_1, \ldots, \lambda_i) \) and \( \mu = (\mu_1, \ldots, \mu_i) \). Suppose

\[
\lambda_0 = (\lambda_1 + k, \ldots, \lambda_i + k, k, \ldots, k)
\]

\[
\mu_0 = (\mu_1 + k, \ldots, \lambda_i + k, k, \ldots, k)
\]

are such that \( \lambda_0, \mu_0 \) are partitions of \( n + lk \) and \( \lambda_0 \) is \( e \)-regular. Then

\[
[S^\mu : D^\lambda] = [S^{\mu_0} : D^{\lambda_0}].
\]

Corollary 3.5. Given any \( e \)-regular partition \( \lambda \), we may use Theorem 3.1 to read off the multiplicity \([S^\mu : D^\lambda]\) for any Specht module \( S^\mu \) such that \( \mu \) has at most 3 parts.
Proof. Consider an $e$-regular partition $\lambda$. If $\lambda$ has at most 2 parts, then Corollary 3.5 follows from Theorem 3.1, and if $\lambda$ has more than 3 parts then it cannot be a composition factor of any Specht module $S^\mu$ where $\mu$ has at most 3 parts. Consider $\lambda = (\lambda_1, \lambda_2, \lambda_3)$ having exactly 3 parts. From Theorem 3.1, we know which Specht modules corresponding to partitions with at most 2 parts contain $D^{(\lambda_1 - \lambda_2, \lambda_3)}$ if and only if $\mu_3 \geq \lambda_3$ and $S^{(\lambda_1 - \lambda_2, \lambda_3)}$ contains a composition factor $D^{(\lambda_1 - \lambda_3, \lambda_2 - \lambda_3)}$, which information is known. \hfill $\Box$

Now let $\lambda = (\lambda_1, \lambda_2, \lambda_3)$ be a partition with at most 3 parts. Write

$$\lambda = \left( \begin{array}{ccc} \alpha_1 & \alpha_2 & \alpha_3 \\ \lambda_1 & \lambda_2 & \lambda_3 \end{array} \right)$$

where $\alpha_i$ is the $e$-residue of the last node on line $i$, with the convention that if $\lambda_2 = 0$ then $\alpha_2 = e - 2$ and if $\lambda_3 = 0$ then $\alpha_3 = e - 3$, that is, if we add a node to line $i$, that node will have residue $\alpha_i + 1$. Note $\alpha_i$ is only defined up to modulus $e$; no distinction will be made between $\alpha_i$ and $\alpha_i + e$. Let $\equiv$ denote equivalence modulo $e$. Otherwise the notation is that defined in Theorem 3.1.

Proof of Theorem 3.1. A full proof of Theorem 3.1 is given in [5]. Here we only prove most cases when $a, b \geq 1$, and the case that $b = 0$ and $a \geq 2$. It is a simple matter to prove the remaining instances by induction, the proofs being very similar to those given, but it is necessary to consider each one individually.

Our proof uses some general results (see [6]); it is possible avoid these and proceed using only the LLT algorithm, but this is even more time consuming. For the remaining cases, the proof is by induction.

General Results:

1. $d_{\mu, \lambda} \neq 0$ only if $\lambda$ and $\mu$ have the same $e$-core.
2. Carter's criterion: Set $h(i, j)$ to be the hook length of node $(i, j)$, that is $h(i, j) = \lambda_i + \lambda'_j - i - j + 1$ where $\lambda'$ denotes the partion conjugate to $\lambda$. Over a field of characteristic 0, set $\nu_k(k) = 0$ if $e \mid k$ and $-1$ otherwise. Then if $\nu_k(h(a, c)) = \nu_k(h(b, c))$ for all nodes $(a, c)$ and $(b, c)$ in $[\lambda]$ we have that $S^\lambda$ is irreducible.

(1) $i, j = 0$: Recall that $m_2 \equiv e - 1$ and $m_1 \equiv e - 2$. This partition has $e$-core $(2e - 2, e - 1)$. If the Specht module corresponding to a partition $\mu$ has $D^{(m_1, m_2)}$ as a composition factor, then $\mu$ has $e$-core $(2e - 2, e - 1)$. Suppose $\mu = (\mu_1, \mu_2, \mu_3)$ has such an $e$-core. Form the partition $\nu = (\nu_1, \nu_2, \nu_3)$ by removing all possible horizontal $e$-rim hooks, that is hooks of leg length 0, from $\mu$ so that $\nu_i \equiv \mu_i$ for all $i$ and $\nu_3 - \nu_1, \nu_3 - \nu_2 < e$.

Now suppose that $\nu_2 - \nu_3 < e - 1$. Since $\mu$ and hence $\nu$ has $e$-core $(2e - 2, e - 1)$, we have that $\nu_2 \geq e - 1$ and hence we can remove a rim hook beginning at the node $(2, \nu_2)$ and working downwards. But this produces a partition whose second part is less than $\nu_3$ where $\nu_3 \leq e - 1$ and which cannot have the correct $e$-core. Thus $\nu_2 - \nu_3 = e - 1$. A similar argument shows that $\nu_1 - \nu_2 = e - 1$. Hence $\nu = (\nu_3 + 2e - 2, \nu_3 + e - 1, \nu_3)$ (where $\nu_3 < e$) is an $e$-core, and for it to have the correct form, we must have that $\nu_3 = 0$. But $\nu$ was formed by removing horizontal hooks from $\mu$. Thus the only partitions with at most 3 parts and with such an
$e$-core are of the form $(re - 2, se - 1, te)$ for some integers $r, s, t$ and by Carter’s criterion, these are irreducible.

Hence $B'(m_1, m_2) = (m_1, m_2)$.

Now assume that $i > 0$ and $j > 0$ unless otherwise stated.

(2) $j = 0; a, b \geq 1$: Proof is by induction on $i$ for $1 \leq i < e$.

$i = 1$: By (1), $B'(m_1, m_2) = (m_1, m_2)$. Then $F_{e-2}^1B'(m_1, m_2)$ is given by

$$
\begin{pmatrix}
  e - 3 & e - 3 & e - 3 \\
  m_1 & m_2 & 0 \\
\end{pmatrix} + \begin{pmatrix}
  e - 2 & e - 3 & e - 3 \\
  m_1 + 1 & m_2 + 1 & 0 \\
\end{pmatrix}
$$

which, since it is of the correct form, is equal to $B'(m_1 + 1, m_2)$.

$2 \leq i < e$: Assume true for $i - 1$. Then $F_{i-3}^1B'(m_1 + i - 1, m_2)$ is given by

$$
\begin{pmatrix}
  e - 4 & e - 3 & e - 3 \\
  m_1 + i - 1 & m_2 & 0 \\
\end{pmatrix} + \begin{pmatrix}
  e - 2 & e - 3 & e - 3 \\
  m_1 + 1 & m_2 + 1 & 0 \\
\end{pmatrix}
$$

since $e - 3 \neq i - 3, i - 4$ and $m_1 - m_2, m_2 \geq e - 1$.

(3) $i = 0; a, b \geq 1$: Proof is by induction on $j$ for $1 \leq j < e$.

$j = 1$: By (1), $B'(m_1, m_2) = (m_1, m_2)$. Then $F_{e-2}^2B'(m_1, m_2)$ is given by

$$
\begin{pmatrix}
  e - 3 & e - 3 & e - 3 \\
  m_1 & m_2 & 0 \\
\end{pmatrix} + \begin{pmatrix}
  e - 2 & e - 3 & e - 3 \\
  m_1 + 1 & m_2 + 1 & 0 \\
\end{pmatrix}
$$

$2 \leq j < e$: Assume true for $j - 1$. Then $F_{j-3}^2B'(m_1 + j - 1, m_2 + j - 1)$ is given by

$$
\begin{pmatrix}
  j - 4 & j - 4 & e - 3 \\
  m_1 + j - 1 & m_2 + j - 1 & 0 \\
\end{pmatrix} + \begin{pmatrix}
  j - 4 & j - 3 & e - 3 \\
  m_1 + j - 1 & m_2 + j - 1 & 0 \\
\end{pmatrix}
$$

since $e - 3 \neq j - 3, j - 4$ and $m_1 - m_2, m_2 \geq e - 1$.

(4) $i + j < e; a, b \geq 1$: If $j = e - 1$, this case does not occur. Hence fix $j$ with $1 \leq j < e - 1$. Proof is by induction on $i$ for $1 \leq i < e - j$.

$i = 1$: By (3), $F_{i-2}^1B'(m_1 + i, m_2 + j)$ is given by

$$
\begin{pmatrix}
  i - 3 & i - 3 & i - 3 \\
  m_1 + i & m_2 + j & 0 \\
\end{pmatrix} + \begin{pmatrix}
  i - 3 & i - 3 & i - 3 \\
  m_1 + j & m_2 + j & 0 \\
\end{pmatrix}
$$

$2 \leq i < e - j$: Assume true for $i - 1$. Then $F_{i+j-3}^3B'(m_1 + i + j - 1, m_2 + j)$ is given by

$$
\begin{pmatrix}
  i + j - 4 & i + j - 3 & i - 3 \\
  m_1 + i + j - 1 & m_2 + j & 0 \\
\end{pmatrix} + \begin{pmatrix}
  i + j - 4 & i + j - 3 & i - 3 \\
  m_1 + j & m_2 + i + j - 1 & 0 \\
\end{pmatrix}
$$
\[
\begin{align*}
1, i+j-3 & \quad \left( \begin{array}{cccc}
1+j-3 & j-3 & e-3 & 0 \\
1+i+j & m_2 & e-j & 0 \\
\end{array} \right) + v\left( \begin{array}{cccc}
1+j-3 & j-3 & e-3 & 0 \\
m_1+i+j & m_2 & e-j & 0 \\
\end{array} \right) + v^2\left( \begin{array}{cccc}
j-3 & e-3 & i+j & 0 \\
m_1+j & m_2 & i+j & 0 \\
\end{array} \right) + v^3\left( \begin{array}{cccc}
j-3 & e-3 & i+j & 0 \\
m_1+j & m_2 & i+j & 0 \\
\end{array} \right)
\end{align*}
\]

since \( i+j-4 \neq j-3, e-3 \) and \( i+j-3 \neq j-3, e-3 \) and \( m_1-m_2, m_1 \geq e-1 \).

(5) \( i+j = c; a, b = 1 \): Note that \( m_1 = m_1-m_2 = e-1 \). Fixing \( j \), proof comes from (4) and (3).

By (3), unless \( j = e-1 \), \( F_{i-j-3}^1B^1(m_1 + e-1, m_2 + j) \) is given by

\[
\begin{align*}
&\begin{cases}
\left( e-4 \quad e+j-3 \quad e-3 \right) + v\left( e+j-3 \quad e-4 \quad e-3 \right) + \\
\left( e-4 \quad e-3 \quad e+j-3 \right) + v\left( e-3 \quad e-4 \quad e-3 \right) + \\
\left( e-3 \quad e-3 \quad e+j-3 \right) + v^2\left( e-3 \quad e-4 \quad e-4 \right) + \\
\left( e-3 \quad e-4 \quad e+j-3 \right) + v^3\left( e-3 \quad e-4 \quad e-4 \right)
\end{cases}
\end{align*}
\]

If \( j = e-1 \) then \( i = 1 \), and by (3) \( F_{i-j-3}^1B^1(m_1 + j, m_2 + j) \) is given by

\[
\begin{align*}
&\begin{cases}
\left( e-3 \quad e-3 \quad e-3 \right) + v\left( e-3 \quad e-3 \quad e-3 \right) + \\
\left( e-3 \quad e-3 \quad e-3 \right) + v\left( e-3 \quad e-3 \quad e-3 \right) + \\
\left( e-3 \quad e-3 \quad e-3 \right) + v^2\left( e-3 \quad e-3 \quad e-3 \right) + \\
\left( e-3 \quad e-3 \quad e-3 \right) + v^3\left( e-3 \quad e-3 \quad e-3 \right)
\end{cases}
\end{align*}
\]

(6) \( i+j > c; a, b = 1 \): Note that \( m_2 = m_1-m_2 = e-1 \). Case \( j = 1 \) does not occur, so fix \( j \) with \( 2 \leq j < e \) and use induction on \( I \) for \( 1 \leq I < j \).

\( I = 1 \): By (5), \( F_{1-j-3}^1B^1(m_1 + e, m_2 + j) \) is given by

\[
\begin{align*}
&\begin{cases}
\left( e-3 \quad e-3 \quad e-3 \right) + v\left( e-3 \quad e-3 \quad e-3 \right) + \\
\left( e-3 \quad e-3 \quad e-3 \right) + v^2\left( e-3 \quad e-3 \quad e-3 \right) + \\
\left( e-3 \quad e-3 \quad e-3 \right) + v^3\left( e-3 \quad e-3 \quad e-3 \right)
\end{cases}
\end{align*}
\]

\( 2 \leq I < j \): Assume true for \( I - 1 \). Then \( F_{I-3}^1B^1(m_1 + e + I - 1, m_2 + j) \) is given by

\[
\begin{align*}
&\begin{cases}
\left( e-3 \quad e-3 \quad e-3 \right) + v\left( e-3 \quad e-3 \quad e-3 \right) + \\
\left( e-3 \quad e-3 \quad e-3 \right) + v\left( e-3 \quad e-3 \quad e-3 \right) + \\
\left( e-3 \quad e-3 \quad e-3 \right) + v^2\left( e-3 \quad e-3 \quad e-3 \right) + \\
\left( e-3 \quad e-3 \quad e-3 \right) + v^3\left( e-3 \quad e-3 \quad e-3 \right)
\end{cases}
\end{align*}
\]
since \( I - 4 \neq j - 3, e - 3 \) and \( I - 3 \neq j - 3, e - 3 \) and \( a, b = 1 \).

The proof for the case \( i + j \geq e \) where

1. \( a = 1 \) and \( b \geq 2 \)
2. \( a \geq 2 \) and \( b = 1 \)
3. \( a, b \geq 2 \)

is then very similar to the proofs of (5) and (6).

Let us now assume that Theorem 3.1 holds for \( b = 0 \) and \( a = 1 \); this can be easily shown by induction. We will prove the case that \( b = 0 \) and \( a \geq 2 \).

(7) \( i = 0; a = 2; b = 0 \): Note that \( m_2 = -1, m_1 - m_2 = 2e - 1 \). Use induction on \( j \)

for \( 1 \leq j < e \).

\( j = 1 \): By assumption, \( F_{1-2}^1B'(m_1, m_2 + j) \) is given by

\[
\begin{pmatrix}
 e - 3 & e - 2 & e - 3 \\
 m_1 & 0 & 0 \\
1, e - 2 & e - 2 & e - 3 \\
 m_1 + 1 & 0 & 0
\end{pmatrix}
\frac{1, e - 2}{m_1 + 1 - e} + \frac{e - 2}{m_1 + 1 - e} - 1
\]

(Note \( m_2 + j = 0 \) and \( m_1 - e + 1 = e - 1 \).)

\( 2 \leq j < e \): Assume true for \( j - 1 \). Then \( F_{2-3}^2B'(m_1 + j - 1, m_2 + j - 1) \) is given by

\[
\begin{pmatrix}
 j - 4 & j - 4 & j - 3 \\
 m_1 + j - 1 & m_2 + j - 1 & 0 \\
 j - 3 & j - 3 & j - 3 \\
 m_1 + j & m_2 + j & 0
\end{pmatrix}
+ \frac{1, e - 3}{m_1 + j - e} + \frac{e - 3}{m_1 + j - e} - 1
\]

since \( j - 4 \neq e - 3 \).

(8) \( i + j < e; a = 2; b = 0 \): Note that \( m_2 = -1, m_1 - m_2 = 2e - 1 \). Case \( j = e - 1 \)
does not occur, so fix \( j \) with \( 1 \leq j < e - 1 \) and use induction on \( i \) for \( 1 \leq i < e - j \).

\( i = 1 \): By (7), \( F_{1-3}^1B'(m_1 + j, m_2 + j) \) is given by

\[
\begin{pmatrix}
 j - 3 & j - 3 & e - 3 \\
 m_1 + j & m_2 + j & 0 \\
 j - 2 & j - 2 & j - 3 \\
 m_1 + j + 1 & m_2 + j & 0
\end{pmatrix}
+ \frac{1, e - 3}{m_1 + j - e} + \frac{e - 3}{m_1 + j - e} - 1
\]

\( 2 \leq i < j \): Assume true for \( i - 1 \). Then \( F_{i+1-3}^iB'(m_1 + i + j - 1, m_2 + j) \) is given by

\[
\begin{pmatrix}
 i + j - 4 & i + j - 4 & i + j - 3 \\
 m_1 + i + j - 1 & m_2 + j & 0 \\
 i + j - 3 & i + j - 3 & i + j - 3 \\
 m_1 + i + j & m_2 + j & 0
\end{pmatrix}
+ \frac{1, e - 3}{m_1 + i + j - e} + \frac{e - 3}{m_1 + i + j - e} - 1
\]

since \( i + j - 4 \neq j - 3, e - 3 \) and \( i + j - 3 \neq j - 3, e - 3 \).

(9) \( i + j = e; a = 2; b = 0 \): Note that \( m_2 = -1, m_1 - m_2 = 2e - 1 \). Fixing \( j \), proof comes from (7) and (8).

By (8), if \( j < e - 1 \), \( F_{i+1-3}^iB'(m_1 + e - 1, m_2 + j) \) is given by

\[
\begin{pmatrix}
 e - 4 & e - 4 & e - 3 \\
 m_1 + e - 1 & m_2 + j & 0 \\
 e - 3 & e - 3 & e - 3 \\
 m_1 + i + j & m_2 + j & 0
\end{pmatrix}
+ \frac{1, e - 3}{m_1 + i + j - e} + \frac{e - 3}{m_1 + i + j - e} - 1
\]
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since \( j - 3 \neq e - 3, e - 4 \).

If \( j = e - 1 \) then \( i = 1 \) and by (7) \( F_{e-3}^1 B'(m_1 + j, m_2 + j) \) is given by
\[
\begin{align*}
&\left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right) \\
&+ v \left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right) \\
&+ v \left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right) \\
&+ v \left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right)
\end{align*}
\]
(Note \( m_2 + e = j \))

(10) \( i + j > e; a = 2; b = 0 \): Note that \( m_2 = -1, m_1 - m_2 = 2e - 1 \). Case \( j = 1 \) does not occur, so fix \( j \) with \( 2 \leq j < e \) and use induction on \( I \), for \( 1 \leq I < j \).

\( I = 1 \) \((i + j = e + 1)\): By (9), \( F_{e-2}^1 B'(m_1 + e, m_2 + j) \) is given by
\[
\begin{align*}
&\left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right) \\
&+ v \left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right) \\
&+ v \left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right) \\
&+ v \left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right) \\
&+ v \left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right)
\end{align*}
\]

\( 2 \leq I < j \): Assume true for \( I - 1 \). Then \( F_{I-3}^1 B'(m_1 + e + I - 1, m_2 + j) \) is given by
\[
\begin{align*}
&\left( I - 4 \quad j - 3 \quad \frac{1}{I-4} \right) \\
&+ v \left( I - 4 \quad j - 3 \quad \frac{1}{I-4} \right) \\
&+ v \left( I - 4 \quad j - 3 \quad \frac{1}{I-4} \right) \\
&+ v \left( I - 4 \quad j - 3 \quad \frac{1}{I-4} \right) \\
&+ v \left( I - 4 \quad j - 3 \quad \frac{1}{I-4} \right)
\end{align*}
\]

since \( I - 4 \neq j - 3, e - 3 \) and \( I - 3 \neq j - 3, e - 3 \).

(11) \( a > 2; b = 0 \): We only need to prove the case when \( a = 3, i = 0, j = 1 \). The proof for all other cases of \( a = 3, b = 0 \) then follows exactly from (7 - 10) above, and the case \( a > 3 \) follows by an obvious induction.

By (9), \( F_{e-2}^1 B'(m_1 + j - 1, m_2 + j) \) is given by
\[
\begin{align*}
&\left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right) \\
&+ v \left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right) \\
&+ v \left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right) \\
&+ v \left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right) \\
&+ v \left( e - 3 \quad j - 3 \quad \frac{1}{e-3} \right)
\end{align*}
\]

The coefficient of \((m_1 + j - e, m_2 + j + e, 0)\) is equal to 1 so this equation is not of the correct form. However, by (3) \( B'(m_1 + j - e, m_2 + j + e, 0) \) is given by
\[
(m_1 + j - e, m_2 + j + e) + v(m_1 + j - e, m_2 + e, j) + v^2(m_1 - e, m_2 + e, j, j).
\]
Hence
\[ B'(m_1 + j, m_2 + j) = (m_1 + j, m_2 + j) + v(m_1 + j - e, m_2 + e, j). \]

We now use the information from Theorem 3.1 to deduce the following Theorem.

**Theorem 3.6.** Let \( e > 3 \). (See Remark 3.8.) Consider the Specht module \( S^{(\mu_1, \mu_2, \mu_3)} \). For \( x \in \mathbb{N} \), define \( |x| \) such that \( |x| \equiv x \mod e \) and \( 0 \leq |x| < e \). Let
\[
\begin{align*}
& l = |\mu_1 + 2| \\
& k = |\mu_2 + 1| \\
& s = |\mu_3|
\end{align*}
\]
and let the following shorthand denote the given inequalities:
\[
\begin{align*}
& \alpha := \mu_2 - \mu_3 < e - 1 \\
& \beta := \mu_2 - \mu_3 > e - 1 \\
& \gamma := \mu_1 - \mu_2 < e - 1 \\
& \delta := \mu_1 - \mu_2 > e - 1
\end{align*}
\]
Label the partitions with at most 3 parts which correspond to the irreducible modules as follows.
\[
(1) (\mu_1, \mu_2, \mu_3) \\
(2) (\mu_1 - l + k, \mu_2 + l - k, \mu_3) \\
(3) (\mu_1 - l + k + e, \mu_2 + l - k - e, \mu_3) \\
(4) (\mu_1 - l + k, \mu_2 - k + s, \mu_3 + l - s) \\
(5) (\mu_1 - l + k + e, \mu_2 - k + s - e, \mu_3 + l - s) \\
(6) (\mu_1 - l + s, \mu_2, \mu_3 + l - s) \\
(7) (\mu_1, \mu_2 - k + s, \mu_3 + k - s) \\
(8) (\mu_1 + e, \mu_2 - k + s - e, \mu_3 + k - s) \\
(9) (\mu_1 - l + s, \mu_2 + l - k, \mu_3 + k - s) \\
(10) (\mu_1 - l + s + e, \mu_2 + l - k - e, \mu_3 + k - s) \\
(11) (\mu_1 - l + k, \mu_2 - k + s + e, \mu_3 + l - s - e) \\
(12) (\mu_1 - l + k + e, \mu_2 - k + s + e, \mu_3 + l - s - e) \\
(13) (\mu_1 - l + k + 2e, \mu_2 - k + s - e, \mu_3 + l - s - e) \\
(14) (\mu_1 - l + s + e, \mu_2, \mu_3 + l - s - e) \\
(15) (\mu_1, \mu_2 - k + s + e, \mu_3 + k - s - e) \\
(16) (\mu_1 + e, \mu_2 - k + s, \mu_3 + k - s - e) \\
(17) (\mu_1 - l + s, \mu_2 + e + l - k, \mu_3 + k - s - e) \\
(18) (\mu_1 - l + s + e, \mu_2 + l - k, \mu_3 + k - s - e) \\
(19) (\mu_1 - l + s + 2e, \mu_2 + l - k - e, \mu_3 + k - s - e) \\
(20) (\mu_1 - l + k + e, \mu_2 - k + s + e, \mu_3 + l - s - 2e) \\
(21) (\mu_1 - l + s + 2e, \mu_2, \mu_3 + l - s - 2e) \\
(22) (\mu_1 - l + s + e, \mu_2 + l - k + e, \mu_3 + k - s - 2e) \\
(23) (\mu_1 + e, \mu_2, \mu_3 - e) \\
(24) (\mu_1 - l + k, \mu_2 + l - k + e, \mu_3 - e) \\
(25) (\mu_1 - l + k + e, \mu_2 + l - k, \mu_3 - e)
\]
The composition factors of \( S^{(\mu_1, \mu_2, \mu_3)} \) are given by the following tables. All the partitions listed in 1 - 25 above are distinct, and each composition factor occurs with multiplicity 1.
**A: \( \mu_3 = 0 \)**

\[
\begin{array}{|c|c|c|c|}
\hline
& 1 & 2 & 3 \\
\hline
1 = k & \star & \star & \star \\
\hline
k > l = 0 & \star & \star & \star \\
\hline
k > l > 0 & \star & \star & \star \\
\hline
l > k & \star & \star & \star \\
\hline
\end{array}
\]

**B: \( 1 \leq \mu_3 < e \)**

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|c|}
\hline
& 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
\hline
l = k = s & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
l = k > s & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
s > k = l & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
s = k > l & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
k > s > l & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
k = s > l & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
k > s = l & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
s > s > k & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
s > s > l & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
s > k > l & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
s > k > s & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
s > l > k & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
s > l > s & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
\end{array}
\]

**C: \( \mu_3 = e \)**

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline
& 1 & 2 & 3 & 11 & 12 & 14 & 15 & 16 & 18 & 19 & 23 & 24 & 25 \\
\hline
l = k = 0 & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
l = k > 0 & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
l > k = 0 & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
l > k > 0 & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
k = l = 0 & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
k = l = 0 & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
k > l = 0 & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
k > l > 0 & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\hline
k > l > 0 & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star & \star \\
\end{array}
\]
### Applying the LLT Algorithm

\[ \textbf{D} : e < 3 < 2 e \]

<table>
<thead>
<tr>
<th>l</th>
<th>k</th>
<th>s</th>
</tr>
</thead>
<tbody>
<tr>
<td>l = k</td>
<td>l = k &gt; s</td>
<td>l &gt; k = s</td>
</tr>
<tr>
<td>s &gt; l = k</td>
<td>k = s &gt; l</td>
<td>k &gt; l = s</td>
</tr>
<tr>
<td>l &gt; k = s</td>
<td>s &gt; l &gt; k</td>
<td>l &gt; s &gt; k</td>
</tr>
<tr>
<td>k &gt; s &gt; l</td>
<td>s &gt; k &gt; l</td>
<td>k &gt; l &gt; s</td>
</tr>
<tr>
<td>l &gt; s &gt; k</td>
<td>s &gt; k &gt; l</td>
<td>k &gt; l &gt; s</td>
</tr>
<tr>
<td>k &gt; l &gt; s</td>
<td>l &gt; s &gt; k</td>
<td>s &gt; k &gt; l</td>
</tr>
</tbody>
</table>
\[ E : \mu_3 > 2e \]

|       | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 |
|-------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| \( l = k = s \) |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| \( l > k > s \) |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| \( s > l = k \) |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| \( l > k > s \) |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| \( k > l = s \) |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| \( s = l > k \) |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| \( l > k > s \) |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| \( k > s > l \) |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| \( k > l > s \) |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| \( l > s > k \) |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| \( s > k > l \) |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |

SINÉAD DYLE
The proof uses the following Lemma, in which, for a Specht module $S^n$, we note the composition factors of $S^n$ which correspond to partitions with at most 2 parts. (As previously noted, the multiplicity of each such composition factor is 1.)

**Lemma 3.7.** Let $e \geq 3$ and $\mu = (\mu_1, \mu_2, \mu_3)$. We use the notation of Theorem 3.6.

**Suppose $\mu_3 = 0$. Then**

1. If $l = k$ then $S^{(\mu_1, \mu_2)}$ has a composition factor $D^{(\mu_1, \mu_2)}$.
2. If $l > k$ and $\mu_2 < e - 1$ then $S^{(\mu_1, \mu_2)}$ has a composition factor $D^{(\mu_1, \mu_2)}$.
3. If $l > k$ and $\mu_2 \geq e - 1$ then $S^{(\mu_1, \mu_2)}$ has composition factors $D^{(\mu_1, \mu_2)}$ and $D^{(\mu_1 + k - l - e, \mu_2 - k + l - e)}$.
4. If $k > l = 0$ and $\mu_2 > e - 1$ then $S^{(\mu_1, \mu_2)}$ has composition factors $D^{(\mu_1, \mu_2)}$ and $D^{(\mu_1 + k - l, \mu_2 - k + l)}$.
5. If $k > l = 0$ and $\mu_2 < e - 1$ then $S^{(\mu_1, \mu_2)}$ has a composition factor $D^{(\mu_1, \mu_2)}$.
6. If $k > l > 0$ then $S^{(\mu_1, \mu_2)}$ has composition factors $D^{(\mu_1, \mu_2)}$ and $D^{(\mu_1 + k - l, \mu_2 - k + l)}$.

**Suppose $0 < \mu_3 < e$ and $l = k = 0$. Then**

1. $S^{(\mu_1, \mu_2, \mu_3)}$ has composition factors $D^{(\mu_1 + e, \mu_2 + \mu_3 - e)}$ and $D^{(\mu_1 + \mu_3, \mu_2)}$.

**Suppose $0 < \mu_3 < e$ and $l = 0$ and $k \neq 0$. Then**

1. If $s = k$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has a composition factor $D^{(\mu_1 + \mu_2, \mu_3)}$.
2. If $s > k$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has composition factors $D^{(\mu_1 + k + e, \mu_2 + \mu_3 - e - k)}$, $D^{(\mu_1 + \mu_2, \mu_3)}$ and $D^{(\mu_1 + k, \mu_2 + \mu_3 - k)}$.
3. If $k > s$ and $\mu_2 < e - 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has a composition factor $D^{(\mu_1 + \mu_2, \mu_3)}$.
4. If $k > s$ and $\mu_2 > e - 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has composition factors $D^{(\mu_1 + k, \mu_2 + \mu_3 - k)}$ and $D^{(\mu_1 + \mu_2, \mu_3)}$.

**Suppose $0 < \mu_3 < e$ and $l \neq 0$ and $k = 0$. Then**

1. If $s = l$ and $\mu_2 = e - 1$ and $\mu_1 - \mu_2 > e - 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has composition factors $D^{(\mu_1 + \mu_2, \mu_3)}$ and $D^{(\mu_1 + e, \mu_2 + \mu_3 - e)}$.
2. If $s = l$ and $\mu_2 = e - 1$ and $\mu_1 - \mu_2 < e - 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has a composition factor $D^{(\mu_1 + \mu_2, \mu_3 - e)}$.
3. If $s = l$ and $\mu_2 \neq e - 1$ and $\mu_1 - \mu_2 > e - 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has a composition factor $D^{(\mu_1 + \mu_2, \mu_3 - e)}$.
4. If $s > l$ and $\mu_2 = e - 1$ and $\mu_1 - \mu_2 > e - 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has composition factors $D^{(\mu_1 + \mu_2, \mu_3)}$, $D^{(\mu_1 + e, \mu_2 + \mu_3 - e)}$, $D^{(\mu_1 + \mu_2, \mu_3 - e - 1)}$ and $D^{(\mu_1 + k, \mu_2 + \mu_3 - e - k)}$.
5. If $s > l$ and $\mu_2 = e - 1$ and $\mu_1 - \mu_2 < e - 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has a composition factor $D^{(\mu_1 + \mu_2, \mu_3 - e - 1)}$.
6. If $s > l$ and $\mu_2 \neq e - 1$ and $\mu_1 - \mu_2 > e - 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has composition factors $D^{(\mu_1 + \mu_2, \mu_3)}$, $D^{(\mu_1 + e, \mu_2 + \mu_3 - e)}$ and $D^{(\mu_1 + \mu_2, \mu_3 - e - 1)}$.
7. If $l > s$ and $\mu_2 = e - 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has composition factors $D^{(\mu_1 + \mu_2, \mu_3)}$, $D^{(\mu_1 + e, \mu_2 + \mu_3 - e)}$ and $D^{(\mu_1 + \mu_2, \mu_3 - e - 1)}$.
8. If $l > s$ and $\mu_2 \neq e - 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has composition factors $D^{(\mu_1 + \mu_2, \mu_3)}$ and $D^{(\mu_1 + \mu_2, \mu_3 - e - 1)}$.

**Suppose $\mu_3 = e$. Then**

1. If $k > l > 0$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has a composition factor $D^{(\mu_1 + \mu_3, \mu_2)}$.
2. If $k > l > 0$ and $\mu_1 - \mu_2 < e - 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ also has a composition factor $D^{(\mu_1 + k - l, \mu_2 + \mu_3 - k - l)}$.
3. If $l > k > 0$ and $\mu_2 > 2e - 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has a composition factor $D^{(\mu_1 + \mu_2, \mu_3 - l, \mu_2 - k + l)}$. 
(4) If $k > l = 0$ then $S^{(\mu_1, \mu_2; \mu_3)}$ has a composition factor $D^{(\mu_1 + \mu_2, \mu_3)}$.
(5) If $k > l = 0$ and $\mu_1 - \mu_2 < e - 1$ then $S^{(\mu_1, \mu_2; \mu_3)}$ also has a composition factor $D^{(\mu_1 + k, \mu_2 + \mu_3 - k)}$.
(6) If $l > k = 0$ and then $S^{(\mu_1, \mu_2; \mu_3)}$ has a composition factor $D^{(\mu_1 + \mu_2 - l, \mu_2 + l)}$.

Suppose $e < \mu_3 < 2e - 1$. Then

(1) If $l = 0$ and $k > s$ then $S^{(\mu_1, \mu_2; \mu_3)}$ has a composition factor $D^{(\mu_1 + \mu_3, \mu_2)}$.
(2) If $l = 0$ and $k > s$ and $\mu_1 - \mu_2 < e - 1$ then $S^{(\mu_1, \mu_2; \mu_3)}$ also has a composition factor $D^{(\mu_1 + k, \mu_2 + \mu_3 - k)}$.
(3) If $k = 0$ and $l > s$ then $S^{(\mu_1, \mu_2; \mu_3)}$ has a composition factor $D^{(\mu_1 + \mu_3 - l, \mu_2 + l)}$.

Moreover, only the above Specht modules contain composition factors corresponding to 1 or 2 part partitions and these contain only the 1 or 2 part composition factors listed above.

**Proof.** The proof follows by consideration of Theorem 3.1. We shall now describe the situation whenever $\mu_3 > e$; the other cases follow similarly.

Consider $S^{(\mu_1, \mu_2; \mu_3)}$ where $\mu_3 > e$. We wish to determine which partitions $\lambda = (\lambda_1, \lambda_2)$ are such that $D^{\lambda}$ is a composition factor of $S^{\mu}$. Write $\lambda = (m_1 + i + j, m_2 + j)$, as in the notation of Theorem 3.1. Then $\mu$ is of one of the following forms:

$$(m_1 + j, m_2, e + I),$$
$$ (m_1, m_2 + j, e + I),$$
$$ (m_1, m_2 + i + j - e, e + j).$$

Now suppose $\lambda = (m_1 + e + I, m_2 + j)$, as in the notation of Theorem 3.1, and $\mu = (m_1 + j, m_2, e + I)$. Then $S^{\mu}$ has a composition factor $D^{\lambda}$ if and only if $\lambda$ satisfies $b \geq 2$ and $i + j > e$. However $\lambda$ is a partition such that $b \geq 2$ and $i + j > e$ if and only if $\mu = (m_1 + j, m_2, e + I)$ is a partition such that, in the notation of Theorem 3.6, $k = 0$ and $l > s$ and $e < \mu_3 < 2e - 1$. Then

$$\lambda = (m_1 + e + I, m_2 + j) = (\mu_1 + \mu_3 - l, \mu_2 + l).$$

Hence if $\mu = (\mu_1, \mu_2, \mu_3)$ satisfies $e < \mu_3 < 2e - 1$ and $k = 0$ and $l > s$ then $S^{\mu}$ has a composition factor $D^{(\mu_1 + \mu_3 - l, \mu_2 + l)}$.

Now, if $\lambda = (m_1 + e + I, m_2 + j)$ and $\mu = (m_1, m_2 + j, e + I)$ then $S^{\mu}$ has a composition factor $D^{\lambda}$ if and only if $\lambda$ satisfies $a, b \geq 1$ and $i + j > e$. Moreover, $\lambda = (m_1 + i + j, m_2 + j)$ is a partition such that $a, b \geq 1$ and $i + j > e$ if and only if $\mu = (m_1 + j, m_2, e + I)$ is a partition such that $l = 0$ and $k > s$ and $e < \mu_3 < 2e - 1$. Hence if $\mu = (\mu_1, \mu_2, \mu_3)$ satisfies $e < \mu_3 < 2e - 1$ and $l = 0$ and $k > s$ then $S^{\mu}$ has a composition factor $D^{(\mu_1 + \mu_3, \mu_2)}$.

Finally, if $\lambda = (m_1 + i + j, m_2 + j)$ and $\mu = (m_1, m_2 + i + j - e, e + j)$ then $S^{\mu}$ has a composition factor $D^{\lambda}$ if and only if $\lambda$ satisfies $a = 0$ and $b \geq 2$ and $i + j < e$. Moreover, $\lambda$ is a partition such that $a = 0$ and $b \geq 2$ and $i + j < e$ if and only if $\mu = (m_1, m_2 + i + j - e, e + j)$ is a partition such that $l = 0$ and $k > s$ and $\mu_1 - \mu_2 < e - 1$ and $e < \mu_3 < 2e - 1$. Hence if $\mu = (\mu_1, \mu_2, \mu_3)$ satisfies $e < \mu_3 < 2e - 1$ and $l = 0$ and $k > s$ and $\mu_1 - \mu_2 < e - 1$ then $S^{\mu}$ has a composition factor $D^{(\mu_1 + k, \mu_2 + \mu_3 - k)}$.

The proof of Theorem 3.6 can then be deduced from Lemma 3.7 and Theorem 3.4 (the column addition theorem). We give some examples.
Example. Suppose that $\mu = (\mu_1, \mu_2, \mu_3)$ is such that $s > l = k$ and $1 \leq \mu_3 < e$. Then $S(\mu_1, \mu_2, \mu_3)$ has a composition factor $D^{(\lambda_1, \lambda_2, \lambda_3)}$ if and only if $\mu_3 \geq \lambda_3$ and $S(\mu_1-\lambda_1, \mu_2-\lambda_2, \mu_3-\lambda_3)$ has a composition factor $D^{(\lambda_1-\lambda_1, \lambda_2-\lambda_2, \lambda_3)}$. Fix $\alpha$ with $0 \leq \alpha \leq \mu_3$ and let

$$v = (\nu_1, \nu_2, \nu_3) = (\mu_1 - \alpha, \mu_2 - \alpha, \mu_3 - \alpha).$$

Now by Lemma 3.7, if $S^\nu$ has a composition factor $D^{(\xi_1, \xi_2)}$ then either $\alpha = \mu_3$ or $\alpha = l = k$.

If $\alpha = \mu_3$ then $S(\nu_1, \nu_2)$ has a composition factor $D^{(\nu_1, \nu_2)}$. Hence $S(\nu_1, \nu_2, \nu_3)$ has a composition factor

$$D^{(\mu_1, \mu_2, \mu_3)}.$$ 

If $\alpha = l = k$ then $S(\nu_1, \nu_2, \nu_3)$ has composition factors

$$D^{(\nu_1, \nu_2, \nu_3)}, D^{(\nu_1 + e, \nu_2 + e - \nu_3)} \text{ and } D^{(\nu_1, \nu_3, \nu_2)}.$$ 

Hence (noting that $\mu_3 = s$ and $l = k$), $S(\mu_1, \mu_2, \mu_3)$ has composition factors

$$D^{(\mu_1 + e, \mu_2 + s - k, \mu_3 - s + k)}, D^{(\mu_1 + e, \mu_2 + s - k, \mu_3 - s + k)} \text{ and } D^{(\mu_1 + s - l, \mu_2, \mu_3 - s + l)}.$$ 

These are all the composition factors of $S^\mu$.

Example. Assume that the results of Theorem 3.6 hold for $0 \leq \mu_3 \leq e$ hold, and suppose that $\mu = (\mu_1, \mu_2, \mu_3)$ is such that $l > k = s$ and $\mu_3 > e$. Let

$$v = (\nu_1, \nu_2, \nu_3) = (\mu_1 - \mu_3 + e, \mu_2 - \mu_3 + e, \nu_3)$$

and define $l' = [\nu_1 + 2]$; then $l' = l - k$. Then $S(v_1, v_2, v_3)$ has composition factors

$$D^{(v_1, v_2, v_3)}, D^{(v_1, v_2 + v_3 - e)}.$$ 

Hence $S(\mu_1, \mu_2, \mu_3)$ has composition factors

$$D^{(\mu_1, \mu_2, \mu_3)}, D^{(\mu_1 + l - k + e, \mu_2, \mu_3 + l - k + e)}.$$ 

These are all the composition factors of $S^\mu$.

Remark 3.8. If $e = 3$, Theorem 3.6 holds in all cases except whenever $\lambda = (m, m, m)$. Then $S^\lambda$ does not contain a composition factor $D^\lambda$ (=$0$), but all other entries are consistent. If $e = 2$ then Theorem 3.6 will give all the composition factors of any Specht module $S^{(\lambda_1, \lambda_2, \lambda_3)}$, but may also produce some 2-singular (zero) composition factors. We now consider this situation in more detail. While the truncated columns $B'^(\lambda)$ when $e = 2$ were classified (using other methods) by James and Mathas in 1996 [3], the composition factors of the Specht modules were never explicitly computed.

We first produce an analogue of Lemma 3.7. Note that all the composition factors must be 2-regular, and let $\equiv$ denote equivalence mod 2.

Lemma 3.9. Let $e = 2$.

1. If $\mu_1 > \mu_2$ then $S(\mu_1, \mu_2)$ has a composition factor $D(\mu_1, \mu_2).$

2. If $\mu_1 \equiv \mu_2$ and $\mu_2 \neq 0$ then $S(\mu_1, \mu_2)$ has a composition factor $D(\mu_1 + 1, \mu_2 - 1).$
Suppose $\mu_3 = 1$. Then

1. If $\mu_1 \equiv 0$ and $\mu_2 \equiv 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has composition factors $D^{(\mu_1+1, \mu_2)}$ and $D^{(\mu_1+2, \mu_2-1)}$.

2. If $\mu_1 \equiv 0$ and $\mu_2 \equiv 1$ and $\mu_1 - \mu_2 > 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ also has a composition factor $D^{(\mu_1, \mu_2+1)}$.

3. If $\mu_1 \equiv \mu_2 \equiv 0$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has a composition factor $D^{(\mu_1+1, \mu_2)}$.

4. If $\mu_1 \equiv \mu_2 \equiv 1$ and $\mu_1 - \mu_2 \neq 0$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has a composition factor $D^{(\mu_1, \mu_2+1)}$.

5. If $\mu_1 \equiv \mu_2 \equiv 1$ and $\mu_2 = 1$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has a composition factor $D^{(\mu_1+2, \mu_2-1)}$.

Suppose $\mu_3 = 2$. Then

1. If $\mu_1 \equiv \mu_2 \equiv 0$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has a composition factor $D^{(\mu_1+2, \mu_2)}$.

2. If $\mu_1 \equiv \mu_2 \equiv 1$ and $\mu_1 > \mu_2$ then $S^{(\mu_1, \mu_2, \mu_3)}$ has a composition factor $D^{(\mu_1+1, \mu_2+1)}$.

Moreover, only the above Specht modules contain composition factors corresponding to 1 or 2 part partitions and these contain only the 1 or 2 part composition factors listed above.

Using Lemma 3.9 and the column addition theorem, we may deduce the following analogue of Theorem 3.6. We will use the more convenient notation of [3].

**Theorem 3.10.** Let $e = 2$ and suppose $(\mu_1, \mu_2, \mu_3) \equiv (\alpha_1, \alpha_2, \alpha_3) \mod 2$. Label the partitions $(\lambda_1, \lambda_2, \lambda_3)$ corresponding to the irreducible modules as follows.

1. $(\mu_1, \mu_2)$
2. $(\mu_1 + 1, \mu_2 - 1)$
3. $(\mu_1, \mu_2, \mu_3)$
4. $(\mu_1 + 1, \mu_2 - 1, \mu_3)$
5. $(\mu_1, \mu_2 + 1, \mu_3 - 1)$
6. $(\mu_1 + 1, \mu_2, \mu_3 - 1)$
7. $(\mu_1 + 2, \mu_2 - 1, \mu_3 - 1)$
8. $(\mu_1 + 1, \mu_2 + 1, \mu_3 - 2)$
9. $(\mu_1 + 2, \mu_2, \mu_3 - 2)$

The composition factors of $S^{(\mu_1, \mu_2, \mu_3)}$ are given by the following tables. All the partitions listed in 1–9 above are distinct, and each composition factor occurs with multiplicity 1.

**A:** $\mu_2 = 0$

Then $S^{(\mu_1)} \cong D^{(\mu_1)}$.

**B:** $\mu_2 > 1, \mu_3 = 0$

\[
\begin{array}{c|cc}
(\alpha_1, \alpha_2) & 1 & 2 \\
\hline
(0, 1) \text{ or } (1, 0) & * & \\
(0, 0) \text{ or } (1, 1) & * & *
\end{array}
\]
C : $\mu_3 = 1$

<table>
<thead>
<tr>
<th>(0₁, 0₂, 0₃)</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 1, 1)</td>
<td>$\mu_1 &gt; \mu_2$</td>
<td>$\mu_2 &gt; \mu_3$</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\mu_1 = \mu_2$</td>
<td>$\mu_2 &gt; \mu_3$</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\mu_1 = \mu_2$</td>
<td>$\mu_2 = \mu_3$</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>(0, 0, 1)</td>
<td>$\mu_1 &gt; \mu_2$</td>
<td>$\mu_2 &gt; \mu_3 + 1$</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>$\mu_1 = \mu_2$</td>
<td>$\mu_2 &gt; \mu_3 + 1$</td>
<td></td>
<td>*</td>
<td></td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>(0, 1, 1)</td>
<td>$\mu_1 &gt; \mu_2 + 1$</td>
<td>$\mu_2 &gt; \mu_3$</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\mu_1 = \mu_2 + 1$</td>
<td>$\mu_2 &gt; \mu_3$</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

D : $\mu_3 \geq 2$

<table>
<thead>
<tr>
<th>(0₁, 0₂, 0₃)</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0, 0) or (1, 1, 1)</td>
<td>$\mu_1 &gt; \mu_2$</td>
<td>$\mu_2 &gt; \mu_3$</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\mu_1 = \mu_2$</td>
<td>$\mu_2 &gt; \mu_3$</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>(0, 0, 1) or (1, 1, 0)</td>
<td>$\mu_1 &gt; \mu_2$</td>
<td>$\mu_2 &gt; \mu_3 + 1$</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\mu_1 = \mu_2$</td>
<td>$\mu_2 &gt; \mu_3 + 1$</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>(1, 0, 0) or (0, 1, 1)</td>
<td>$\mu_1 &gt; \mu_2 + 1$</td>
<td>$\mu_2 &gt; \mu_3$</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\mu_1 = \mu_2 + 1$</td>
<td>$\mu_2 &gt; \mu_3$</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>(1, 0, 1) or (1, 0, 0)</td>
<td>$\mu_1 &gt; \mu_2$</td>
<td>$\mu_2 &gt; \mu_3$</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Partitions with at most four parts

Now that we have obtained the composition factors for all Specht modules corresponding to partitions with at most three parts, it is pertinent to ask whether the same methods will work for partitions with four parts, or indeed for $s$ parts for any integer $s$. It has been shown [5] that for four part partitions this is indeed true; however the analogue of Theorem 3.1, written in the form of tables, takes up some 68 pages. We will not reproduce them here! However, we give a quick indication of the notation used.

Let $2 \leq e < \infty$ and suppose $\lambda = (\lambda_1, \lambda_2, \lambda_3)$ is a one, two or three part $e$-regular partition of $(\lambda_1 + \lambda_2 + \lambda_3) = n$. Suppose that

$$\lambda_1 - \lambda_2 = ae + i - 1$$
$$\lambda_2 - \lambda_3 = be + j - 1$$
$$\lambda_3 = ce + k - 1$$

where $0 \leq i, j, k < e$. Define

$$m_3 = ce - 1$$
$$m_2 - m_3 = be - 1$$
$$m_1 - m_2 = ae - 1$$
so that \( \lambda = (m_1 + i + j + k, m_2 + j + k, m_3 + k) \). The column \( B'_4(\lambda) \) depends on the integers \( a, b, c \), and on which of the following identities holds for \( i, j, k \). Assume that \( i, j, k > 0 \) unless otherwise stated.

- \( i, j, k = 0 \) \quad \( i + j + k < e \)
- \( j, k = 0 \) \quad \( i + j + k = e \)
- \( i, k = 0 \) \quad \( i + j < e, j + k < e, i + j + k > e \)
- \( k, 0, i + j < e \) \quad \( i + j = e, j + k < e \)
- \( k, 0, i + j = e \) \quad \( i + j > e, j + k < e \)
- \( i, j = 0 \) \quad \( i + j < e, j + k = e \)
- \( j, 0, i + k < e \) \quad \( i + j < e, j + k = e \)
- \( j, 0, i + k = e \) \quad \( i + j = e, j + k > e \)
- \( i = 0, j + k < e \) \quad \( i + j > e, j + k > e, i + j + k < 2e \)
- \( i = 0, j + k = e \) \quad \( i + j = 2e \)
- \( i = 0, j + k > e \) \quad \( i + j > 2e \)

The results can be used to show that the maximum multiplicity of a composition factor \( D^\lambda \) in a Specht module \( S^{(\mu_1, \mu_2, \mu_3, \mu_4)} \) is 4, and that this multiplicity occurs; also, given an integer \( m \), there exists a Specht module \( S^{(\mu_1, \mu_2, \mu_3, \mu_4)} \) with at least \( m \) composition factors.
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