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Abstract

This paper considers a new class of ARMA type models with indices to describe some hidden features of a time series. Various new results associated with this class are given in general form.  It is shown that this class of models provides a valid, simple solution to a misclassification problem which arises in time series modeling.  In particular, we show that these types of models could be used to describe data with different frequency components for suitably chosen indices.  A simulation study is carried out to illustrate the theory.  We justify the importance of this class of models in practice using a set of real time series data.  It is shown that this approach leads to a significant improvement in the quality of forecasts of correlated data and opens a new direction of research for statistical quality control. 

Introduction

It is known that many time series in practice (e.g. turbulent time series, financial time series) have different frequency components.  For example, there are some problems which arise in time series analysis of data with low frequency components.  

One extreme case to show the importance of these low frequency components is the analysis of long memory time series (see for instance, Beran (1994), Chen et. al.

(1994)).  However, there is no systematic approach or a suitable class of  models available in literature to accommodate, analyze and forecast time series with  changing frequency behaviour via a direct method.  This paper attempts to introduce a family of autoregressive moving average (ARMA) type models with indices  (generalized ARMA or GARMA) to describe  hidden frequency properties of time series data. We report some new results associated with the autocorrelation function (acf) of underlying processes.
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Consider the family of standard ARMA (1,1) processes (see,  Abraham and Ledolter (1983), Brockwell & Davis (1991)) generated by
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The process in (1.2) has the following properties:

i. The autocovariance function (acovf), 
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satisfies:
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ii. The spectral density function (sdf), 
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It is well known that for any time series data set, the density of crossings at a certain level 
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may vary.  We have noticed that this property (say, the degree of level crossings) is very common in many time series data sets (see figures 1 to 4 in Appendix I). These series display similar patterns in the acf, the pacf, and the spectrum and hence one may propose the same standard ARMA model (for example, AR (1) model) for all four cases  (based on the traditional approach).  In other words, these series cannot identify from each other using standard models and/or techniques and leads to a ‘misclassification problem’ in time series.  This encourages us to introduce a new, generalized version of (1.2) with additional parameters (or indices) 
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where
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.  This class of models covers the traditional ARMA (1.1) family given in (1.1) when
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 respectively.  It is interesting to note that the degree of level crossings of data can be controlled by these additional parameters 
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and (1.4) constitutes a wide variety of important processes in practice.  Hence (1.4) is called ‘generalized ARMA (1,1)’ or ‘GARMA (1,1)’.  Although (1.4) can be extended to general ARMA type models, for simplicity this paper considers the family of GAR (1) and its applications.  That is, we consider a GAR (1) process generated by
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This class of models covers the standard AR (1) family when
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.  It can be seen from the spectrum that the degree of frequency of data can be controlled by this additional parameter
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 and reduces to the class of fractionally integrated white noise processes. Hence, (1.5) constitutes a general family of AR(1) type models with a number of potential applications. There are many real world data sets with varying frequencies (especially in finance where the data has high frequency components) and (1.5) can be applied using existing techniques with simple modifications.  With that view in mind, Section 2 reports some theoretical properties of the underlying GAR(1) process given in (1.5).

2   Properties of GAR(1) Processes

Let 
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where 
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where 
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It is easy to see that the series 
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with 
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Now we state and prove the following theorem for a stationary solution of (1.5).

Theorem 2.1: Let
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converges absolutely with probability one, where 
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Note:

For 
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Now we consider the autocovariance function of the underlying process in (1.5).

Let 
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 be the autocovariance function at lag 
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It is clear from (2.3) that 
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and the corresponding autocorrelation function (acf), 
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It is interesting to note that 
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Note:  In a neighbourhood of 
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where g stands for generalized.

Now the exact form of 
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We first evaluate the integral in (2.8) for 
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3 Main Results

Theorem 3.1:
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Proof:  From GR, p.384,
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Using (3.2) it is easy to see that for
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(See GR, p.1040).
Hence (3.1) reduces to the corresponding well known result for the variance of an AR (1) (standard) process satisfying
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the result of Theorem 3.1 reduces to the 
[image: image109.wmf](

)

t

X

Var

 for a fractionally differenced white noise process satisfying  
[image: image110.wmf](

)

t

t

Z

X

B

I

=

-

d

with 
[image: image111.wmf]2

1

0

<

<

d

.  That is, when 
[image: image112.wmf]1

=

a

and
[image: image113.wmf]2

1

1

<

<

d

, (3.1) gives





[image: image114.wmf](

)

(

)

d

d

s

g

-

G

-

G

=

1

2

1

2

2

0

 .


            (3.5)

(Compare with Brockwell and Davis (1991) p466, eq. 12.4.8).

As it is not easy to evaluate the integral in (2.8) directly for 
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Theorem 3.2:
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Proof:  Since 
[image: image121.wmf],

0

j

t

j

j

j

t

Z

X

-

¥

=

å

=

a

y



          
[image: image122.wmf],

2

0

2

j

j

k

j

j

k

k

a

y

y

a

s

g

å

¥

=

+

=




 
[image: image123.wmf](

)

(

)

(

)

(

)

(

)

(

)

.

1

1

0

2

2

2

å

¥

=

+

+

G

+

G

G

+

+

G

+

G

=

j

j

k

k

j

j

k

j

j

d

a

d

d

a

s


From p.556 of Abramovitz & Stegun (1965) we have
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and hence (3.6) follows.

Note: When
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The autocorrelation function plays an important role in the analysis of the underlying process.  The Corollary 3.1 below gives an expression for
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Corollary 3.1:  The autocorrelation function of GAR (1) process in (1.5) is 
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Note:  When
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 (see GRp1040).

Thus the results of the above two theorems provide a new set of formulae in a general form.  Obviously, our new result for 
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 in (3.6) supersede all existing results for standard AR (1) and fractionally differenced white noise processes.

Remark:  An important consequence of our new result of Theorems 3.2 yields
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for any 
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the equation (3.8) reduces to the equation  (3.3) in Theorem 3.1  (also see GR p384).  

Note:  The new result in equation (3.8) is particularly useful in many theoretical developments of the class of generalized ARMA (GARMA) processes with indices.

We now discuss a method of estimating parameters (
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and
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) of (1.5) in Section 4.
4 Estimation of Parameters

4.1 Exact Likelihood Estimation

Consider a stationary normally distributed GAR (1) time series 
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generated by (1.5).  Let 
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 be a sample of size T from (1.5) and let 
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 where 0 is a column vector of 0’s of order 
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. Stationarity of 
[image: image146.wmf]{

}

t

X

 implies that the covariance matrix is a Toeplitz form with entries given by the equation (3.6).  With the normality assumption, the joint probability density function of 
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To estimate the parameters 
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one needs a suitable optimization algorithm to maximize the likelihood function given in (4.1) (or the corresponding log likelihood function).  This can be done by choosing an appropriate set of starting-up values since we have the covariance matrix 
[image: image151.wmf]å

in terms of the parameters 
[image: image152.wmf]d

a

,

and 
[image: image153.wmf]2

s

.  Denote the corresponding vector of the estimates by
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.  We use the Method of Moments (MOM) techniques as described below to find a suitable set of starting up values for the ML algorithm. 

4.2 Initial Values

Method of moment estimates of 
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 from (3.7).  It is easy to see that 
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and
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The corresponding (approximate) MOM estimates of 
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 are given by
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can be found from the equation involving 
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in Theorem 3.1.  Next section considers a real time series and illustrate the usefulness of GAR (1) modeling in practice.  Methods described by Granger and Joyeux (1980), Geweke and Porter-Hudak (1983) and Peiris and Court (1993) can be used to estimate the parameters in (1.5) and these results will be discussed in a future paper (see also Peiris et. al. (2003)).

5 An Application

Consider the yield data (monthly differences between the yield on mortgages and the yield on government loans in the Netherlands, January 1961 to December 1973) from Abraham and Ledolter (1983).  The data for January to March 1974 are also available for comparison.  The time series, the acf, the pacf, and the spectrum (see Appendix II, Fig. 5) suggest that an AR(1) model (standard) is suitable and Abraham and Ledolter found the following estimates (values in parentheses are the estimated standard errors):
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However, we fit a generalized AR (1) model for the data using the methods described in Section 4.  The results are: 
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The first three forecasts from the time origin at 
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and the corresponding 95% forecast intervals are: 
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The true (observed) values of the last  three readings are 0.74, 0.90, and 0.91 respectively,

The corresponding results due to Abraham and Ledolter (1983) are

0.56 and 
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Our results (estimates) are closer to the true values than in Abraham and Ledolter (1983).  Also note that our new results provide shorter forecast intervals in all three cases above, although the upper confidence limits are slightly higher than the corresponding results of Abraham & Ledolter (1983). Appendix II Fig. 6 gives a simulated series from (1.5) with estimated parameters delta = d = 0.87, alpha = a = 0.91 and  the residual  variance = 0.042 for comparison.
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Appendix I
Fig.1
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Fig.2
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Fig.3
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Fig.4
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Appendix II

Fig.5
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Fig.6
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