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- An antique problem: that of three bodies under mutual gravitation.
- The 3-body problem is intractable. Many questions remain open, such as: do periodic orbits exist with geometric phase at zero angular momentum? If so, when or why it occurs? (Or doesn't...)
- Why should we care? Aside from the fact that maths for its own sake is and has always been beautiful and valuable in unpredictable ways?
- Direct applications: understanding astronomical systems.
- Transferable solutions: insights gained here may transfer or translate to similar problems (e.g. molecular dynamics).
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(Summation convention: $(j, k, l)$ cyclic permutations of $(1,2,3)$. Each case is substituted, and then all three are added.)
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$$
\xi_{2}=X_{2}-\frac{m_{1} X_{1}+m_{3} X_{3}}{m_{1}+m_{3}} .
$$
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Original triangle.

$$
\begin{aligned}
\frac{1}{\tilde{\mu}_{1}} & =\frac{1}{m_{1}}+\frac{1}{m_{3}} \\
\frac{1}{\tilde{\mu}_{2}} & =\frac{1}{m_{2}}+\frac{1}{m_{1}+m_{3}} \\
\zeta_{1} & =\sqrt{\tilde{\mu}_{1}} \xi_{1}, \zeta_{2}=\sqrt{\tilde{\mu}_{2}} \xi_{2}
\end{aligned}
$$
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Original triangle.

$$
\begin{aligned}
w_{1} & =\left|\zeta_{1}\right|^{2}-\left|\zeta_{2}\right|^{2} \\
w_{2}+i w_{3} & =2 \bar{\zeta}_{1} \zeta_{2} \\
w_{4} & =\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2} \\
& =\sqrt{w_{1}^{2}+w_{2}^{2}+w_{3}^{2}}
\end{aligned}
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## Two reductions



$$
\begin{aligned}
a_{j} e^{i \phi_{j}} & =X_{l}-X_{k} \\
\phi & =\frac{1}{3}\left(\phi_{1}+\phi_{2}+\phi_{3}\right) .
\end{aligned}
$$
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Features when $m_{1}=m_{2}=m_{3}$ :

- Equilateral points (Lagrange configurations): $E^{ \pm}$.
- Isosceles curves: $A_{j}^{ \pm}$(acute), $O_{j}^{ \pm}$(obtuse).
- Collinear curves: $C_{j, k}$.
- Isosceles collinear points (Euler configurations): $M_{j}$.
- Binary collision points: $B_{k l}$.
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- $\sigma_{j}$ swaps indices $k, l$.
- $c=\sigma_{l} \circ \sigma_{k}$ cycles indices: $(1,2,3) \rightarrow(2,3,1)$.
- $\rho$ reflects whole configuration in space.
- $\tau$ reflects configuration in time: $P_{j} \rightarrow-P_{j}$, each $j$.
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On the shape sphere:

- $\sigma_{j}$ rotates about axis through $B_{k l}-M_{j}$ by $\pi$.
- $c$ rotates about axis through $E^{+}-E^{-}$by $\frac{2 \pi}{3}$.
- $\rho$ reflects about equator.
- $\tau$ reverses direction of path.
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## Reversing symmetries

- I lied: $\tau$ is not a symmetry of the vector field!
- All others,

$$
\mathfrak{G}_{S}=\left\{I, \sigma_{1}, \sigma_{2}, \sigma_{3}, c, c^{2}, \rho, \rho \sigma_{1}, \rho \sigma_{2}, \rho \sigma_{3}, \rho c, \rho c^{2}\right\} \cong S_{3} \times Z_{2}
$$ (order 12) form a symmetry group.

- Recall $S \circ F(z)=F \circ S(z) \Longleftrightarrow S \in \mathfrak{G}_{S}$ is a symmetry of $F$.
- Observe that $\tau \circ F(z)=-F \circ \tau(z)$ means $\tau$ is an antisymmetry of $F$.
- We call $\tau$ a reversing symmetry.
- Composition $R=\tau \circ S$ is also a reversing symmetry.
- Turns out $\tau$ commutes with every symmetry.

We now have a reversing symmetry group $\mathfrak{G}_{R} \cong S_{3} \times Z_{2}^{2}$ (order 24). Note that $Z_{2}^{2}=V_{4}=\{I, \rho, \tau, \tau \rho\}$ is in the centre of $\mathfrak{G}_{R}$.
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Simultaneous regularisation of all binary collisions (due to Lemaître [1]):

- New coordinates $\alpha_{j}$ such that $a_{j}=\alpha_{k}^{2}+\alpha_{l}^{2}$.
- $\alpha_{j}=0$ gives collinearity with $m_{j}$ in eclipse.
- $\alpha_{k}=\alpha_{l}=0$ gives collision between $m_{k}$ and $m_{l}$.
- Define square root semiperimeter $\alpha=\sqrt{\alpha_{1}^{2}+\alpha_{2}^{2}+\alpha_{3}^{2}}$.
- Then have signed area $S=\alpha_{1} \alpha_{2} \alpha_{3} \alpha$.
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- Can also write $w_{1}, w_{2}, w_{3}$ in terms of $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and masses.
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Some orbits live in the fixed sets of non-reversing symmetries:

- $\rho s_{j}$ are collinear with $m_{j}$ in eclipse,

- $\rho \sigma_{j}$ or $\rho \sigma_{j} s_{j}$ are isosceles with $m_{j}$ on axis of symmetry,
- $c, c^{2}, c s_{j}$ or $c^{2} s_{j}$ are equilateral,
- $\sigma_{j}$ or $\sigma_{j} s_{j}$ are isosceles collinear with $m_{j}$ in eclipse.
Collinear and isosceles are interesting, but equilateral and isosceles collinear are "too small" (only blow up from and collapse to triple collision).
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## Reversing fixed sets

The fixed sets of reversing symmetries: (the interesting ones)

- $\tau \rho s_{j}$ are collinear reversing with $m_{j}$ momentarily in eclipse,
- $\tau s_{j}$ are collision between $m_{k}, m_{l}$ with $m_{j}$ momentarily at rest,
- $\tau \rho \sigma_{j}$ or $\tau \rho \sigma_{j} s_{j}$ are isosceles reversing with $m_{j}$ momentarily on the axis of symmetry,
- $\tau$ is pure time reversing,
- $\tau \sigma_{j}$ or $\tau \sigma_{j} s_{j}$ are isosceles collinear reversing with $m_{j}$ momentarily in eclipse.
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## Our use for symmetries

- Symmetries are beautiful, but why care so much?
- Because it turns out that the right symmetries force geometric phase to cancel over an orbit.
- Need one more thing: isotropy subgroup, $\Sigma_{z}$. The subgroup of the reversing symmetry group of $F$ that map an orbit $z(\tau)$ back to itself (possibly with a time shift).
- Non-reversing symmetry $S$ of order $k$ acts on orbit such that $S(z(\tau))=z\left(\tau+\frac{T}{k}\right)$.
- Reversing involution $R$ acts on orbit such that

$$
R(z(\tau))=z\left(\tau_{0}-\tau\right), \text { where } z\left(\tau_{0}\right) \in \operatorname{Fix}(R) .
$$

- Non-reversing involution $S^{*}$ with shift 0 imply orbit is in fixed set of $S^{*}$.
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## Montgomery's formula for geometric phase

- Montgomery [3] shows calculation of geometric phase.
- "Area enclosed by a loop on the shape sphere."

$$
\begin{aligned}
d G & =-\frac{1}{2} w_{3} d \theta, \text { where } \theta=\arg \left(w_{1}+i w_{2}\right) \\
& =\frac{2 m^{3} S \sum F_{j}(z)}{\left(\sum m_{k} m_{l} a_{j}^{2}\right)\left(\left(\sum m_{k} m_{l} a_{j}^{2}\right)^{2}-16 m_{1} m_{2} m_{3} m S^{2}\right)} d \tau \\
& =: U(z) d \tau
\end{aligned}
$$

where

$$
F_{j}(z)=f_{j}(z) \alpha_{j} \pi_{j}
$$

with

$$
\begin{aligned}
f_{j}(z) & =m_{k} m_{l}\left(a_{k}-a_{l}\right) a_{j} \alpha^{2}-m_{l} m_{j}\left(2 \alpha_{k}^{2}+a_{k}\right) a_{k} \alpha_{l}^{2} \\
& +m_{j} m_{k}\left(2 \alpha_{l}^{2}+a_{l}\right) a_{l} \alpha_{k}^{2} .
\end{aligned}
$$
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Recall $d G=-\frac{1}{2} w_{3} d \theta, \theta=\arg \left(w_{1}+i w_{3}\right), S \in Z_{4}$.

- On shape sphere, $s_{1}, s_{2}, s_{3}$ do nothing, so $d G$ invariant.
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## A conjecture

Orbits whose isotropy subgroups contain antisymmetries of $U$ are the only ones whose geometric phase is forced to vanish. I.e. any other case, can only vanish by "accident". Requires more knowledge of possible isotropy subgroups of orbits.

1. Not in invariant subspace, non-reversing, $S^{k}=I$ : every $\frac{T}{k}$ contributes the same amount to $G(T)$.
2. Not in invariant subspace, both $R_{1}, R_{2}$ symmetries of $U$ : then every $\frac{T}{2 k}$ contributes the same amount to $G(T)$.
Theorem 2 gives us lots of subgroups forcing no geometric phase, but many, many left over.
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## Remarks/observations

- If isotropy subgroup contains any symmetry of form $\rho S$ or $\tau S$ ( $S \in S_{4}$ as before), geometric phase vanishes.
- Reversing collisionless orbits with no geometric phase pass through $M$ point on shape sphere with rotational symmetry.
- Non-reversing collisionless orbits with geometric phase just appear with the rotation, not passing through the $M$.
- Reversing collisionless orbits with geometric phase appear with reversing points only on edges of fundmental domain.
- Non-reversing collisionless orbits with no geometric phase appear with reflection on shape sphere, but no reversing points.
- Reversing collision orbits return along the same path from collision (if reversing symmetry is on collision).
- Now to catch some periodic orbits!
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- Introduce the Poincaré map: turns a continuous dynamical system into a discrete one.
- If continuous system $D$ has phase space $\Omega$, Poincaré map is

$$
P: S \longrightarrow S
$$

where $S \subset \Omega$ is the Poincaré surface of section.

- Surface of section defined by appropriately chosen $S\left(x_{1}, \ldots, x_{n}\right)=0$, with $\left(x_{1}, \ldots, x_{n}\right) \in \Omega$.

- Poincaré map can be used to find periodic orbits in $D$.
- Trajectory between section points computed with method from [4].
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- Reduce size of search space by integrating up to next section points after $\tau=250$, looking for near-periodic points of any length in Poincaré map.
- Use Newton on these candidates. Only a few hundred thousand to couple of million.
- Final step: find unique orbits from the collection that Newton found.
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