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Abstract. We define a graded quasi-hereditary covering for the cyclotomic

quiver Hecke algebras RΛ
n of type A when e = 0 (the linear quiver) or e ≥ n.

We show that these algebras are quasi-hereditary graded cellular algebras by

giving explicit homogeneous bases for them. When e = 0 we show that the

KLR grading on the quiver Hecke algebras is compatible with the gradings
on parabolic category OΛ

n previously introduced in the works of Beilinson,

Ginzburg and Soergel and Backelin. As a consequence, we show that when

e = 0 our graded Schur algebras are Koszul over field of characteristic zero.
Finally, we give an LLT-like algorithm for computing the graded decomposition

numbers of the quiver Schur algebras in characteristic zero when e = 0.
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1. Introduction

Khovanov and Lauda [28, 29] and Rouquier [40] have introduced a remarkable
family of Z-graded algebras which are now known to categorify the canonical bases
of Kac-Moody algebras [11,15,43]. Brundan and Kleshchev [10] initiated the study
of ‘cyclotomic’ quotients of these algebras by showing that they are isomorphic to
the degenerate and non-degenerate cyclotomic Hecke algebras of type G(`, 1, n); see
also [40].

This is the first of two papers which define and study quasi-hereditary covers of
the cyclotomic quiver Hecke algebras of the linear quiver and of ‘large’ cyclic quivers.
These algebras are graded analogues of the cyclotomic Hecke algebras SDJM

n of
type G(`, 1, n) at non-roots of unity [9, 17]. Our first main result is the following.

Theorem A. Suppose that e = 0 or e ≥ n and let Z = K be an arbitrary field.
The algebra SΛ

n is a quasi-hereditary graded cellular algebra with graded standard
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modules {∆µ | µ ∈PΛ
n } and irreducible modules {Lµ | µ ∈PΛ

n }. Moreover,
there is an equivalence of (ungraded) categories

FΛ
n :SΛ

n -Mod−→SDJM
n -Mod

which sends standard modules to standard modules and simple modules to simple
modules in the obvious way.

In fact, we define the quiver Schur algebras over more general rings. In particular,
the quiver Schur algebra SΛ

n is defined over Z when e = 0 or when e > n is prime.
Like the cyclotomic Schur algebras, the quiver Schur algebra SΛ

n is defined to
be the endomorphism algebra of a direct sum of “graded permutation modules”;
see Definition 4.16. Our graded permutation modules turn out to be direct sum-
mands of modules used to define the cyclotomic Schur algebras. Therefore, SΛ

n

and SDJM
n are Morita equivalent (Theorem 6.13). The algebras SΛ

n and SDJM
n are

not isomorphic in general, however, because SΛ
n usually has smaller dimension.

Quite surprisingly, given that their definitions are so different, if Λ is a dominant
weight of level 2 then we show in [24] that SΛ

n is isomorphic as a graded algebra to
one of the quasi-hereditary covers of the Khovanov’s diagram algebra defined and
studied by Brundan and Stroppel [14]. In particular, in this case SΛ

n is a positively
graded basic algebra with a Koszul grading.

The key to both the definition and our understanding the algebras SΛ
n is the

graded cellular bases of the quiver Hecke algebras RΛ
n that we constructed in [25].

The graded permutation modules have homogeneous bases which are a subset of
the cellular bases of RΛ

n (Theorem 4.10), and we show how to lift the bases of the
permutation modules to give an explicit homogeneous cellular basis for the quiver
Schur algebras over an arbitrary commutative ring when e = 0 (Theorem 4.20).
As a consequence, we show that the quiver Schur algebras are quasi-hereditary
(Theorem 4.25), and that they naturally decompose into a direct sum of blocks
SΛ
n =

⊕
β∈Q+

n
SΛ
β , with each block SΛ

β being a quasi-hereditary graded cellular

algebra (Theorem 4.36). We show that there is a graded Schur functor (Proposi-
tion 4.31), describe the graded Young modules (Proposition 5.6) and give an explicit
description of the graded tilting modules (Corollary 5.15) which is similar in spirit
to Donkin’s construction of the tilting modules of an algebraic group [18].

If e = 0 and we work over the field of complex numbers then Brundan and
Kleshchev have shown that the degenerate cyclotomic Schur algebras are Morita
equivalent to blocks of parabolic category OΛ

n for the Lie algebra of the general
linear group [9]. By results of Backelin [4], and Beilinson, Ginzburg and Soergel [5],
parabolic category OΛ

n admits a Koszul grading. By [9], the endomorphism algebra
of a prinjective generator of OΛ

n is Morita equivalent to the degenerate cyclotomic
Hecke algebraHΛ

n of type A. Therefore, the Koszul grading onOΛ
n induces a grading

on the module category of HΛ
n . This gives two ostensibly different gradings on the

degenerate cyclotomic Hecke algebra HΛ
n : one coming from parabolic category OΛ

n

and the KLR grading given by the Brundan-Kleshchev isomorphism HΛ
n
∼= RΛ

n [10]
when e = 0.

Theorem B. Suppose that e = 0 and Z = C is the field of complex numbers.
Then graded category OΛ

n and the quiver Hecke algebra RΛ
n induce graded Morita

equivalent gradings on HΛ
n -Mod.

Our proof of Theorem B in section 7.2 is essentially a delicate counting argument
(Proposition 7.17) using the facts that that indecomposable prinjective modules
in OΛ

n are rigid, because OΛ
n is Koszul, and that the graded decomposition numbers

of RΛ
n have been computed by Brundan and Kleshchev [11]. Ultimately, however,

our argument relies on Ariki’s categorification theorem [2] and the Koszulity of
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parabolic category OΛ
n [4, 5], both of which are proved using heavy geometric ma-

chinery.
Building on Theorem B, in section 7.3 we prove a graded analogue of [9, Theo-

rem C], thus lifting Brundan and Kleshchev’s “higher Schur-Weyl duality” to the
graded setting.

Theorem C. Suppose that e = 0 and Z = C. Then there are graded Schur functors
FOn :OΛ

n -Mod−→RΛ
n -Mod and FΛ

n :SΛ
n -Mod−→RΛ

n -Mod and a graded equivalence
EOn :OΛ

n −→SΛ
n -Mod such that the following diagram commutes:

OΛ
n SΛ

n -Mod

RΛ
n -Mod

EOn

FΛ
n

FOn

In particular, SΛ
n -Mod is Koszul.

Webster [45, Corollary 5.7] has obtained a graded lift of Brundan and Kleshchev’s

functor FOn which is similar to our Theorem C. He uses a very different geometric
construction which is based on his categorification of irreducible representations of
Kac-Moody algebras.

Since the module category of SΛ
n is Koszul when e = 0 the graded decomposition

numbers of SΛ
n are polynomials with non-negative coefficients which, as one might

expect, are (known) parabolic Kazhdan–Lusztig polynomials. Using our graded
cellular bases of SΛ

n , in section 7.5 we give a fast algorithm for computing these
polynomials which is similar in spirit to the LLT algorithm for the Hecke algebras
of type A [32]. This is interesting because our analogue of the LLT algorithm
computes the graded decomposition numbers of the quiver Schur algebras when
e = 0 whereas the extension of the LLT algorithm to the q-Schur algebras [33] is
non-trivial because it requires first computing the action of the bar involution on
the Fock space.

In the sequel to this paper [24] we show that the decomposition numbers of the
quiver Schur algebras are independent of the characteristic of the field when e = 0.
As a consequence, the formal characters of the irreducible modules of the quiver
Hecke algebras are independent of the field when e = 0, thus proving a conjecture of
Kleshchev and Ram [31, Conjecture 7.3]. Moreover, using Theorem C, this implies
that the module category of the cyclotomic quiver Schur algebras is Koszul over an
arbitrary field when e = 0.

As we were finishing this paper we received a preprint by Stroppel and Web-
ster [42] which, building on [45], constructs a family of graded algebras as convo-
lution algebras on the cohomology of quiver varieties. Over an algebraically closed
field of characteristic zero they show that cyclotomic quotients of these algebras
are isomorphic to the cyclotomic Schur algebras associated to arbitrary quivers of
type A. Further, the graded decomposition numbers of the Stroppel-Webster cy-
clotomic quiver Schur algebras are polynomials with non-negative coefficients, so
that the basic algebras of the these algebras are positively graded. Therefore, The-
orem C and the uniqueness of Koszul gradings implies that the Stroppel-Webster
quiver Schur algebras for the linear quiver are graded Morita equivalent to our
quiver Schur algebras in characteristic zero.
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Index of notation

Dµ Simple RΛ
n-module

d(t), d′(t) Permutations: t = tµd(t) = tµd
′(t)

dλµ(q) [∆λ : Lµ]q
deg t Tableau degree
codeg t Tableau codegree
def β Defect of β ∈ Q+

DimM Graded dimension of M
∆λ,∇λ Weyl and costandard modules
∆λ,∇λ Sign dual (co)standard modules
eµ, eµ KLR idempotents e(iµ), e(iµ)
eλµ(q) Inverse decomposition number
Eµ, Eµ Graded exterior powers
FΛ
n ,F

Λ
β Graded Schur functors

Gµ, Gµ Graded permutation modules
GΛ
n

⊕
µ∈PΛ

n
Gµ

EndA End in A -Mod
EndA All A-module endomorphisms
FΛ Combinatorial Fock space
HΛ
n ,HΛ

β Cyclotomimc Hecke algebras
HomA Degree preserving maps inA -Mod
HomA All A-module homomorphisms
iµ, iµ res(tµ) and res(tµ)

Iβ { i ∈ In |
∑`
r=1 αir = β }

κ Multicharge determining Λκ

KΛ
n Restricted multipartitions for RΛ

n

Lµ Simple SΛ
n -module

µ′ Conjugate multipartition
P+ Positive weight lattice
Pµ Projective cover of Lµ

PΛ
n Multipartitions of n

PΛ
β {µ ∈ PΛ

n | iµ ∈ Iβ }
Ψµλ

st Basis elements of SΛ
n

ψst, ψ
′
st Basis elements of RΛ

n

Ψµ Identity map on Gµ

Q+ Positive root lattice
Q+
n {β ∈ Q+ | PΛ

β 6= 0 }
res Residue sequence for tableaux
RΛ
n Quiver Hecke algebra

RΛ
β A block of RΛ

n

sgn Sign automorphism
SΛ
n Quiver Schur algebra

SΛ
β A block of SΛ

n

Sβ
′

Λ′ Sign-dual quiver Schur algebra
Sµ, Sµ Graded Specht modules
Std(PΛ

n ) Standard tableaux
Stdµ(PΛ

n ){ t | t D tµ and res(t) = iµ }
Stdµ(PΛ

n ){ t | tµ D t and res(t) = iµ }
T λ { (µ, s) | s ∈ Stdµ(λ) }
Tλ { (µ, s) | s ∈ Stdµ(λ) }
Tµ, Tµ Tilting modules
τβ Trace form on RΛ

β

tµ, tµ Initial and final µ-tableaux
yµ, yµ ψtµtµ = eµyµ, ψ′

tµtµ = eµyµ
Y µ, Yµ Young modules
Z A commutative ring
Zµ Graded symmetric power
B, I Dominance orderings
[M :Lµ]q Graded decomposition number
[N :Dµ]q Graded decomposition number
~ Contragredient dual
# HomA(?, A)-dual

2. Graded representation theory and combinatorics

In this chapter we set our notation and give the reader some quick reminders
about graded modules and graded algebras, by which we mean Z-graded modules
and Z-graded algebras. Expert readers may wish to skip this chapter.

2.1. Modules and algebras. Throughout this paper, Z will be an integral do-
main. In this paper a graded Z-module is a Z-graded Z-module M . That is, as
Z-module, M has a direct sum decomposition

M =
⊕
d∈Z

Md.

If m ∈Md, for d ∈ Z, then m is homogeneous of degree d and we set degm = d.
If M is a graded Z-module and s ∈ Z let M〈s〉 be the graded Z-module obtained
by shifting the grading on M up by s; that is, M〈s〉d = Md−s, for d ∈ Z. Let q be
an indeterminate. If Z = K is a field then graded dimension of M is the Laurent
polynomial

(2.1) DimM =
∑
d∈Z

dimKMd ∈ N[q, q−1].

In particular, dimKM = (DimM)
∣∣
q=1

. If M is a graded Z-module let M be the

ungraded Z-module obtained by forgetting the grading on M . All modules in this
paper will be graded unless otherwise mentioned.
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If M is a graded module and if f(q) =
∑
d∈Z fdq

d ∈ N[q, q−1] is a Laurent
polynomial with non-negative coefficients {fd}d∈Z then define

f(q)M =
⊕
d∈Z

M〈d〉⊕fd .

Thus, Dim(f(q)M) = f(q)DimM .
A graded Z-algebra is a unital associative Z-algebra A =

⊕
d∈ZAd which is

a graded Z-module such that AdAe ⊆ Ad+e, for all d, e ∈ Z. It follows that 1 ∈ A0

and that A0 is a graded subalgebra of A. A graded (right) A-module is a graded
Z-module M such that M is an A-module and MdAe ⊆ Md+e, for all d, e ∈ Z.
Graded submodules, graded left A-modules and so on are all defined in the obvious
way.

Let A -Mod be the category of finitely generated graded A-modules with degree
preserving maps. Then

HomA(M,N) = { f ∈ HomA(M,N) | f(Md) ⊆ Nd for all d ∈ Z } ,
for all M,N ∈ A -Mod. The elements of HomA(M,N) are homogeneous maps of
degree 0. More generally, for each d ∈ Z set

HomA(M,N)d = HomA(M〈d〉, N) ∼= HomA(M,N〈−d〉).
Thus, HomA(M,N) = HomA(M,N)0. If f ∈ HomA(M,N)d then f is homoge-
neous of degree d and we set deg f = d. Define

HomA(M,N) =
⊕
d∈Z

HomA(M,N)d =
⊕
d∈Z

HomA(M〈d〉, N).

Then HomA(M,N) ∼= HomA(M,N) as a Z-module. Define

EndA(M) = HomA(M,M) and EndA(M) = HomA(M,M)

similarly.
If r ≥ 0 and M and N are graded A-modules let ExtrA(M,N) be the space of

r-fold extensions of M by N in the category A -Mod of (graded) A-modules and set

ExtrA(M,N) =
⊕
d∈Z

ExtrA(M〈d〉, N).

Once again, ExtrA(M,N) ∼= ExtrA(M,N), for all r ≥ 0.
We emphasize that HomA and ExtA are the spaces of homomorphisms and ex-

tensions in the category A -Mod of finitely generated (graded) A-modules. These
should not be confused with HomA and ExtA in the (ungraded) category A -Mod.

Now suppose that A comes equipped with a homogeneous anti-isomorphism ?.
Then the contragredient dual of the graded A-module M is the graded A-module

(2.2) M~ = HomZ(M,Z) =
⊕
d∈Z

HomZ(M〈d〉,Z)

where Z is concentrated in degree zero and where the action of A on M~ is given
by (fa)(m) = f(ma?) for all f ∈ M~, a ∈ A and m ∈ M . The module M is
self dual if M ∼= M~ as graded A-modules. If Z = K is a field then, as a vector
space, M~

d = HomZ(M−d,K), so that DimM~ = DimM , where the bar involution
:Z[q, q−1]−→Z[q, q−1] is the linear map determined by q 7→ q−1 and q−1 7→ q.
If m is an A-module then a graded lift of m is an A-module M such that

M ∼= m as A-modules. In general, there is no guarantee that an A-module will
have a graded lift but it is easy to see that if an indecomposable A-module has
a graded lift then this lift is unique up to isomorphism and grading shift; see
for example [5, Lemma 2.5.3]. The irreducible and projective indecomposable A-
modules always have graded lifts; see [21].
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Suppose that M is a graded A-module and that X = {Xµ | µ ∈P } is a col-
lection of A-modules such that {Xµ | µ ∈P } are pairwise non-isomorphic A-
modules. Then M has a X-module filtration if there exists a filtration

M = M0 ⊃M1 ⊃ · · · ⊃Ms = 0

such that there exist µr ∈P and dr ∈ Z with Mr/Mr+1
∼= Xµr 〈dr〉, for 0 ≤ r < s.

The graded multiplicity of Xµ in M is the Laurent polynomial

(2.3) (M : Xµ)q =

s−1∑
r=0

qdr ∈ N[q, q−1].

In general, this multiplicity will depend upon the choice of filtration but for many
modules, such as irreducible modules and Weyl modules, the Laurent polynomial
(M : Xµ)q will be independent of this choice. We set [M : Xµ]q = (M : Xµ)q when
this multiplicity is independent of the choice of filtration.

2.2. Cellular algebras. All of the algebras considered in this paper are (graded)
cellular algebras so we quickly recall the definition and some of the important prop-
erties of these algebras. Cellular algebras were defined by Graham and Lehrer [22]
with their natural extension to the graded setting given in [25].

2.4. Definition (Graded cellular algebra [22, 25]). Suppose that A is a Z-graded
Z-algebra which is free of finite rank over Z. A graded cell datum for A is an
ordered quadruple (P, T, B,deg), where (P,B) is the weight poset, T (λ) is a
finite set for λ ∈P, and

B :
∐
λ∈P

T (λ)× T (λ)−→A; (s, t) 7→ bst, and deg :
∐
λ∈P

T (λ)−→Z

are two functions such that B is injective and

(GCd) If λ ∈ P and s, t ∈ T(λ) then bst is homogeneous of degree deg bst =
deg s + deg t.

(GC1) { bst | s, t ∈ T (λ) for λ ∈P } is a Z-basis of A.
(GC2) If s, t ∈ T (λ), for some λ ∈ P, and a ∈ A then there exist scalars rtv(a),

which do not depend on s, such that

bsta =
∑

v∈T (λ)

rtv(a)bsv (mod ABλ) ,

whereABλ is the Z-submodule ofA spanned by { bµab | µ B λ and a, b ∈ T (µ) }.
(GC3) The Z-linear map ? :A−→A determined by (bst)

? = bts, for all λ ∈P and
all s, t ∈ T (λ), is a homogeneous anti-isomorphism of A.

A graded cellular algebra is a graded algebra which has a graded cell datum.
The basis { bst | λ ∈P and s, t ∈ T (λ } is a graded cellular basis of A.

If we omit the degree assumption (GCd) then we recover Graham and Lehrer’s [22]
definition of an (ungraded) cellular algebra.

Fix a graded cellular algebra A with graded cellular basis {bst}. If λ ∈P then
the graded cell module is the Z-module ∆λ with basis { bt | t ∈ T (λ) } and with
A-action

bta =
∑

v∈T (λ)

rtv(a)bv,

where the scalars rtv(a) ∈ Z are the same scalars appearing in (GC2). One of
the key properties of the graded cell modules is that by [25, Lemma 2.7] they come
equipped with a homogeneous bilinear form 〈 , 〉 of degree zero which is determined
by the equation

〈bt, bu〉bsv ≡ bstbuv (mod ABλ) ,
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for s, t, u, v ∈ T (λ). The radical of this form

rad ∆λ = {x ∈ ∆λ | 〈x, y〉 = 0 for all y ∈ ∆λ }

is a graded A-submodule of ∆λ so that Lλ = ∆λ/ rad ∆λ is a graded A-module.

2.5. Theorem ( [25, Theorem 2.10]). Suppose that Z is a field and that A is a
graded cellular algebra. Then:

a) If Lλ 6= 0, for λ ∈P, then Lλ is an absolutely irreducible graded A-module
and (Lλ)~ ∼= Lλ.

b) {Lλ〈k〉 | λ ∈P, Lλ 6= 0 and k ∈ Z } is a complete set of pairwise non-isomorphic
irreducible (graded) A-modules.

Suppose that Z = K is a field and let M be a (graded) A-module and Lµ be a
graded simple A-module, for µ ∈P. We define

(2.6) [M : Lµ]q =
∑
d∈Z

[M : Lµ〈d〉]qd

to be the graded multiplicity of Lµ in M . By the Jordon-Hölder theorem, [M : Lµ]q
depends only on M and Lµ and not on the choice of composition series for M . More-
over, [M : Lµ]q ∈ N[q, q−1] and [M : Lµ]q=1 = [M : Lµ] is the usual decomposition
multiplicity of Lµ in M .

2.7. Corollary ( [25, Lemma 2.13]). Suppose that Z is a field and that λ, µ ∈ Λ
with Lµ 6= 0. Then [∆µ : Lµ]q = 1 and [∆λ : Lµ]q 6= 0 only if λ D µ.

Let P0 = {µ ∈P | Lµ 6= 0 }. Then DA(q) = ([∆λ : Lµ]q)λ∈P,µ∈P0
is the

decomposition matrix of A. For each µ ∈ P0 let Pµ be the projective cover
of Lµ in A -Mod. Then CA(q) = ([Pλ : Lµ]q)λ,µ∈P0 is the Cartan matrix of A.

If M = (mij) is a matrix let M tr = (mji) be its transpose. We will need the
following fact.

2.8. Corollary (Brauer-Humphreys reciprocity [25, Theorem 2.17]).
Suppose that Z = K is a field. Then CA(q) = DA(q)trDA(q). In particular, CA(q)
is a symmetric matrix.

Finally, we note the following criterion for a cellular algebra to be quasi-hereditary.
In particular, this implies that A -Mod is a highest weight category. The definitions
of these objects can be found, for example, in [19, Appendix]. Alternatively, the
reader can take the following result to be the definition of a (graded split) quasi-
hereditary algebra (with a graded duality).

2.9. Corollary ( [22, Remark 3.10]). Suppose that A is a graded cellular algebra.
Then A is a split quasi-hereditary algebra, with standard modules {∆µ | µ ∈P },
if and only if Lµ 6= 0 for all µ ∈P.

2.3. Basic algebras and graded Morita equivalences. Let Z = K be a field.
Recall that a finite dimensional ungraded graded, K-algebra B0 is a basic algebra
if every irreducible B0-module is one dimensional. It is well-known that every
finite dimensional (ungraded) K-algebra B is Morita equivalent to a unique (up to
isomorphism) basic algebra B0. In fact, if {P 1, . . . , P z} is a complete set of pairwise
non-isomorphic projective indecomposable B-modules then the basic algebra of B
is isomorphic to EndB(P 1 ⊕ · · · ⊕ P r).

Now let A and B be two finite dimensional graded K-algebras. Following [21, §5],
the algebras A and B are graded Morita equivalent if there is a equivalence of
graded module categories A -Mod ∼= B -Mod. Equivalently, by the results of [21, §5],
A and B are graded Morita equivalent if and only if there is an (ungraded) Morita
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equivalence E : A -Mod ∼= B -Mod and a functor of the graded module categories
G : A -Mod→ B -Mod such that the following diagram commutes:

A -Mod B -Mod

A -Mod B -Mod

G

ForgetForget

E

where the vertical functors are the natural forgetful functors. Let {P1, . . . , Pz}
be a complete set of pairwise non-isomorphic graded projective indecomposable B-
modules such that Pi 6∼= Pj〈k〉 for any i 6= j and k ∈ Z. The graded basic algebra
of A is the endomorphism algebra

[A = EndA
(
P1 ⊕ · · · ⊕ Pr

)
.

By construction, every irreducible [A-module is one dimensional so [A is a basic
algebra. Moreover, [A is naturally Z-graded and, on forgetting the grading, [A is
the basic algebra of A. Note, however, that unlike in the ungraded case, two graded
Morita equivalent graded basic algebras need not be isomorphic as graded algebras;
see the discussion following [21, Corollary 5.11].

2.4. Schur functors. Several places in this paper rely on Auslander’s theory of
“Schur functors” which we now briefly recall in the graded setting following [8, §3.1].

Let A be a finite dimensional graded algebra (with 1) over a field K and let
A -Mod be the category of finite dimensional graded right A-modules. Suppose
that e ∈ A is a non-zero idempotent of degree zero and consider the subalgebra
eAe of A. Then eAe is a graded algebra with identity element e. (In all of our
applications, A will be a quasi-hereditary graded cellular algebra.)

Define functors F :A -Mod−→eAe -Mod and G : eAe -Mod−→A -Mod by

(2.10) F(M) = Me ∼= HomA(eA,M) and G(N) = N ⊗eAe eA,

for M ∈ A -Mod and N ∈ eAe -Mod, together with the obvious action on mor-
phisms. By definition, these functors respect the gradings on both categories. In
general, however, these functors do not define equivalences between the (graded)
module categories of A and eAe.

To define an equivalence between eAe -Mod and a subcategory of A -Mod we
need to work a little harder. Suppose that M is an A-module and define Oe(M)
to be the largest submodule M ′ of M such that F(M ′) = 0 and define Oe(M) to
be the smallest submodule M ′′ of M such that F(M/M ′′) = 0. Any A-module
homomorphism M −→ N sends Oe(M) to Oe(N) and Oe(M) to Oe(N), so Oe
and Oe define functors on the category of A-modules.

2.11. Lemma ( [8, Corollary 3.1c]). Suppose that M and N are A-modules such
that Oe(M) ∼= M and Oe(N) = 0. Then HomA(M,N) ∼= HomeAe(FM,FN).

Let A(e) -Mod be the full subcategory of A -Mod with objects all A-modules M
such that Oe(M) = 0 and Oe(M) = M . It is easy to check that any A-module
homomorphism M −→ N induces a well-defined map M/Oe(M) −→ N/Oe(N) so
that there is an exact functor

H :A -Mod−→A -Mod;M 7→M/Oe(M).

By [8, Lemma 3.1a], the functors H◦G◦F and F◦H◦G are isomorphic to the identity
functors on A(e) -Mod and on eAe -Mod respectively. This implies the following.
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2.12. Theorem ( [8, Theorem 3.1d]). The restrictions of the functors F and H◦G in-
duce mutually inverse equivalences of categories between A(e) -Mod and eAe -Mod.

In [8] this result is proved only for ungraded algebras, however, the proof there
generalizes without change to graded module categories.

2.5. Koszul algebras. In this section we recall the definition of Koszul algebras
and the properties of these algebras that we will need. Throughout this section we
work over a field K.

Let A =
⊕

d∈ZAd be a finite dimensional graded K-algebra. Then A is posi-
tively graded if Ad = 0 whenever d < 0. That is, all of the homogeneous elements
of A have non-negative degree.

Suppose that A is positively graded and that M =
⊕

d∈ZMd is a finite dimen-
sional A-module. For each d ∈ Z let GrdM =

⊕
k≥dMk. Since A is positively

graded GrdM is an A-submodule of M . Let a be minimal and z be maximal such
that GraM = M and Gr zM = 0, respectively. Then the grading filtration of M
is the filtration

M = GraM ⊇ Gra−1M ⊇ · · · ⊇ Gr zM = 0.

If A0 is semisimple then the quotients GrdM/Grd+1M are semisimple for all d ∈ Z.

Let M ⊃ rad1M ⊃ rad2M ⊃ · · · ⊃ radrM ⊃ 0 be the radical filtration of M
so that rad1M = radM and radi+1M = rad(radiM) for each i ≥ 1. Similarly, let
M ⊃ socsM ⊃ socs−1M ⊃ · · · ⊃ soc1M ⊃ 0 be the socle filtration of M where
soc1M = socM and soci+1M is the inverse image of soc(M/ sociM) under the
natural projection M � M/ sociM . It is a general fact that the radical and socle
filtrations of finite dimensional modules have the same length ``(M), which is the
Loewy length of M .

An A-module M is rigid if its socle and radical filtrations coincide. That is,

radrM/ radr+1M ∼= soc``(M)−r+1 / soc``(M)−rM,

for 0 ≤ r ≤ ``(M).
The following result follows easily from the definitions.

2.13. Lemma ( [5, Proposition 2.4.1]). Suppose that A is positively graded and
that A0 is semisimple and that A is generated by A0 and A1. Let M be any finite
dimensional A-module.

a) The radical filtration of M coincides with the grading filtration of M , up to
shift, whenever M/ radM is irreducible.

b) The socle filtration of M coincides with the grading filtrations of M , up to
shift, whenever socM is irreducible.

Consequently, M is rigid whenever socM and M/ radM are irreducible.

2.14. Definition (Beilinson, Ginzburg and Soergel [5, Definition 1.2.1]).
A Koszul algebra is a positively graded algebra A =

⊕
d≥0Ad such that A0 is

semisimple and, as a right A-module, A0 has a (graded) projective resolution

· · · → P 2 → P 1 → P 0 → A0 → 0

such that P d = P ddA is generated by its elements of degree d, for d ≥ 0.

More generally, if A is a graded algebra then A -Mod is Koszul if it is graded
Morita equivalent to the module category of a Koszul algebra.

We will need the following property of Koszul algebras.

2.15. Proposition ( [5, Corollary 2.3.3]). Suppose that A is a Koszul algebra.
Then A is quadratic. That is, A is generated by A0 and A1 with homogeneous
relations of degree two.
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3. Cyclotomic Quiver Hecke algebras and combinatorics

In this chapter we recall the facts about the cyclotomic quiver Hecke algebras of
type Γe and the cyclotomic Hecke algebras of type G(`, 1, n) that we need in this
paper.

3.1. Cyclotomic quiver Hecke algebras. Khovanov and Lauda [28, 29] and
Rouquier [40] introduced (cyclotomic) quiver Hecke algebras for arbitrary oriented
quivers. In this paper we consider mainly the linear quiver of type A∞.

For the rest of this paper we fix a non-negative integer n and an integer e ∈
{0, 2, 3, 4 . . . }. Let Γe be oriented quiver with vertex set I = Z/eZ and edges
i −→ i+1, for all i ∈ I. To the quiver Γe we attach the standard Lie theoretic data
of a Cartan matrix (aij)i,j∈I , fundamental weights {Λi | i ∈ I }, positive weights
P+ =

∑
i∈I NΛi, positive roots Q+ =

⊕
i∈I Nαi and we let (·, ·) be the bilinear

form determined by

(αi, αj) = aij and (Λi, αj) = δij , for i, j ∈ I.

More details can be found, for example, in [27, Chapt. 1].
Fix, once and for all, a multicharge κ = (κ1, . . . , κ`) ∈ Z` and define Λ =

Λ(κ) = Λκ̄1
+ · · · + Λκ̄` , where κ̄ = κ (mod e) . Equivalently, Λ is the unique

element of P+ such that

(3.1) (Λ, αi) = # { 1 ≤ l ≤ ` | κl ≡ i (mod e) } , for all i ∈ I.

All of the bases for the modules and algebras in this paper depend implicitly on κ
even though the algebras themselves depend only on Λ.

Let Sn is the symmetric group on n letters and let sr = (r, r + 1). Then
{s1, s2, . . . , sn−1} is the standard set of Coxeter generators for Sn. The group Sn

acts from the left on In by place permutations. More explicitly, if 1 ≤ r < n and
i = (i1, . . . , in) ∈ In then sri = (i1, . . . , ir−1, ir+1, ir, ir+2, . . . , in) ∈ In.

3.2. Definition. Suppose that n ≥ 0 and e ∈ {0, 2, 3, 4, . . . }. The cyclotomic
quiver Hecke algebra, or cyclotomic Khovanov-Lauda–Rouquier algebra,
of weight Λ and type Γe is the unital associative Z-algebra RΛ

n = RΛ
n,Z with

generators

{ψ1, . . . , ψn−1} ∪ {y1, . . . , yn} ∪ { e(i) | i ∈ In }

and relations

y
(Λ,αi1 )
1 e(i) = 0, e(i)e(j) = δije(i),

∑
i∈Ine(i) = 1,

yre(i) = e(i)yr, ψre(i) = e(sr·i)ψr, yrys = ysyr,

ψryr+1e(i) = (yrψr + δirir+1
)e(i), yr+1ψre(i) = (ψryr + δirir+1

)e(i),(3.3)

ψrys = ysψr, if s 6= r, r + 1,(3.4)

ψrψs = ψsψr, if |r − s| > 1,
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ψ2
re(i) =



0, if ir = ir+1,

(yr+1 − yr)e(i), if ir → ir+1,

(yr − yr+1)e(i), if ir ← ir+1,

(yr+1 − yr)(yr − yr+1)e(i), if ir � ir+1

e(i), otherwise,

ψrψr+1ψre(i) =



(ψr+1ψrψr+1 + 1)e(i), if ir = ir+2 → ir+1,

(ψr+1ψrψr+1 − 1)e(i), if ir = ir+2 ← ir+1,(
ψr+1ψrψr+1 + yr − 2yr+1 + yr+2

)
e(i),

if ir = ir+2 � ir+1,

ψr+1ψrψr+1e(i), otherwise.

for i, j ∈ In and all admissible r and s. Moreover, RΛ
n is naturally Z-graded with

degree function determined by

deg e(i) = 0, deg yr = 2 and degψse(i) = −ais,is+1
,

for 1 ≤ r ≤ n, 1 ≤ s < n and i ∈ In.

Inspecting the relations in Definition 3.2, there is a unique anti-isomorphism ?
of RΛ

n which fixes each of the generators of RΛ
n . Thus ? is homogeneous of order 2.

Hence, by twisting with ? we can define the contragredient dual M~ of an RΛ
n -

module M~ = HomZ(M,Z) as in (2.2).
In this paper we will mainly be concerned with the special cases when either

e = 0 or e > n. We note that if e = 0 then I = Z so that, at first sight, the set
{ e(i) | i ∈ Zn } is infinite and the relation

∑
i∈In e(i) = 1 does not make sense.

However, at least when Z is a field, it follows from Theorem 3.7 below that e(i) 6= 0
for only finitely many i ∈ In. The presentation of RΛ

n depends on the orientation
of Γe, however, it is easy to see that different orientations of Γe yield isomorphic
algebras; see the last section of [28].

3.2. Cyclotomic Hecke algebras. Recall that Λ ∈ P+ and that we have fixed an
integer e ∈ {0, 2, 3, 4, . . . }. We now define the ‘integral’ cyclotomic Hecke algebras
HΛ
n of type G(`, 1, n), where ` =

∑
i∈I(Λ, αi) is the level of Λ.

Fix a integral domain Z which contains an element ξ = ξ(e) such that one of
the following holds:

• e > 0 and ξ is a primitive eth root of unity in Z.
• e = 0 and ξ is not a root of unity.
• ξ = 1 and e is the characteristic of Z.

Define δξ1 = 1 if ξ = 1 and δξ1 = 0 otherwise. For k ∈ Z set

(3.5) ξ(k) =

{
ξk, if ξ 6= 1,

k, if ξ = 1.

The definition of ξ = ξ(e) above ensures that ξ(i) = ξ(i+e). Hence, ξ(i) is well-
defined for all i ∈ I = Z/eZ.

3.6. Definition. The (integral) cyclotomic Hecke algebra HΛ
n = HΛ

n(Z, ξ)
of type G(`, 1, n) is the unital associative Z-algebra with generators L1, . . . , Ln,
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T1, . . . , Tn−1 and relations∏
i∈I

(L1 − ξ(i))(Λ,αi) = 0, LrLt = LtLr,

(Tr + 1)(Tr − ξ) = 0, TrLr + δξ1 = Lr+1(Tr − ξ + 1),

TsTs+1Ts = Ts+1TsTs+1,

TrLt = LtTr, if t 6= r, r + 1,

TrTs = TsTr, if |r − s| > 1,

where 1 ≤ r < n, 1 ≤ s < n− 1 and 1 ≤ t ≤ n.

It is well-known that HΛ
n decomposes into a direct sum of simultaneous gener-

alized eigenspaces for the elements L1, . . . , Ln (cf. [23]). Moreover, the possible
eigenvalues for L1, . . . , Ln belong to the set { ξ(i) | i ∈ I }. Hence, the generalized
eigenspaces for these elements are indexed by In. For each i ∈ In let e(i) be the
corresponding idempotent in HΛ

n (or zero if the corresponding eigenspace is zero).

3.7. Theorem (Brundan-Kleshchev [10, Theorem 1.1]). Suppose that Z = K is a
field, ξ ∈ K as above, and that Λ = Λ(κ). Then there is an isomorphism of algebras

RΛ
n
∼= HΛ

n which sends e(i) 7→ e(i), for all i ∈ In and

yr 7→


∑
i∈In

(1− ξ−irLr)e(i), if ξ 6= 1,

∑
i∈In

(Lr − ir)e(i), if ξ = 1.

ψs 7→
∑
i∈In

(Ts + Ps(i))Qs(i)
−1e(i),

where Pr(i), Qr(i) ∈ R[yr, yr+1], for 1 ≤ r ≤ n and 1 ≤ s < n.

By [10, Theorem 1.1], the inverse isomorphism HΛ
n
∼−→ RΛ

n is determined by

Lr 7→


∑
i∈In

ξir (1− yr)e(i), if ξ 6= 1,∑
i∈In

(ir + yr)e(i), if ξ = 1.
(3.8)

Ts 7→
∑
i∈In

(ψsQs(i)− Ps(i))e(i),(3.9)

for 1 ≤ r ≤ n and 1 ≤ s < n.
Henceforth, we identify the algebras RΛ

n and HΛ
n under this isomorphism. In

particular, we will not distinguish between the homogeneous generators of RΛ
n and

their images in HΛ
n under the isomorphism of Theorem 3.7.

Even though we will not distinguish betweenRΛ
n andHΛ

n we will usually writeRΛ
n

when we are working with graded representations and HΛ
n for ungraded represen-

tations.

3.3. Tableaux combinatorics. This section sets up the tableaux combinatorics
that will be used throughout this paper. Recall that a partition of n is a weakly
decreasing sequence µ = (µ1 ≥ µ2 ≥ . . . ) of non-negative integers which sum to n.
Set |µ| = n.

A multipartition of n is an `-tuple µ = (µ(1)| . . . |µ(`)) of partitions such that
|µ(1)|+ · · ·+ |µ(`)| = n. We identify a multipartition with its diagram

µ = { (r, c, l) | 1 ≤ c ≤ µ(l)
r for r ≥ 1 and 1 ≤ l ≤ ` } ,
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which we think of as an `-tuple of boxes in the plane. For example,

(3, 2|2, 12|3, 1) =

( ∣∣∣∣∣
∣∣∣∣∣

)
.

The partitions µ(1), . . . , µ(`) are the components of µ and we identify µ(l) with

the subdiagram { (r, c, l) | 1 ≤ c ≤ µ(l)
r for r ≥ 1 } of µ. A node is any triple A =

(r, c, l) ∈ N2 × {1, 2, . . . , `}. In particular, the elements of (the diagram of) µ are
nodes.

Let PΛ
n be the set of multipartitions of n. Then PΛ

n is a poset under the
dominance order D where λ D µ, for multipartitions λ and µ of n, if

l−1∑
k=1

|λ(k)|+
i∑

j=1

λ
(l)
j ≥

l−1∑
k=1

|µ(k)|+
i∑

j=1

µ
(l)
j ,

for 1 ≤ l ≤ ` and i ≥ 1. If λ D µ and λ 6= µ then we write λ B µ.
Suppose that µ ∈PΛ

n is a multipartition of n. Then a µ-tableau is a bijective
map t :µ−→{1, 2, . . . , n}. We think of a µ-tableau t = (t(1), . . . , t(`)) as a labelling
of (the diagram of) µ, where t(r) is the restriction of t to µ(r). In this way, we talk
of the rows, columns and components of a tableau t. For example,(

1 2 3

4 5

∣∣∣∣∣ 6 7

8

9

∣∣∣∣∣ 10 11 12

13

)
and

(
9 11 13

10 12

∣∣∣∣∣ 5 8

6

7

∣∣∣∣∣ 1 3 4

2

)

are two (3, 2|2, 12|3, 1)-tableaux. If t = (t(1), . . . , t(`)) is a µ-tableau then define
Shape(t) = µ, so that Shape(t(r)) = µ(r), for 1 ≤ r ≤ `. If t−1(k) = (r, c, l), then
we set compt(k) = l.

A µ-tableau t is standard if its entries increase along the rows and down the
columns of each component. For example, the two tableaux above are standard. If t
is a standard tableau let t↓k be the subtableau of t which contains 1, 2, . . . , k. Then
a tableau t is standard if and only if Shape(t↓k) is a multipartition for 1 ≤ k ≤ n.
The dominance order induces a partial order on the set of tableaux where s D t if

Shape(s↓k) D Shape(t↓k), for 1 ≤ k ≤ n,
for s ∈ Std(λ) and t ∈ Std(µ), where λ,µ ∈ PΛ

n . Again we write s B t if s D t

and s 6= t. Let Std(µ) be the poset of standard µ-tableau and set Std2(µ) =
Std(µ)× Std(µ), Std(PΛ

n ) =
⋃

µ∈PΛ
n

Std(µ) and Std2(PΛ
n ) =

⋃
µ∈PΛ

n
Std2(µ).

We extend the dominance order to Std2(PΛ
n ) by declaring that (s, t) I (u, v)

if s D u and t D v. We write (s, t) I (u, v) if (s, t) I (u, v) and (s, t) 6= (u, v).

If µ ∈ PΛ
n let µ′ = (µ(`)′, . . . , µ(1)′) be the conjugate multipartition which is

obtained from µ by reversing the order of its components and then swapping the
rows and columns in each component. Similarly, the conjugate of the µ-tableau t
is the µ′-tableau t′ which is obtained from t by reversing its components and then
swapping its rows and columns in each component. The reader is invited to check
that λ D µ if and only if µ′ D λ′ and that s D t if and only if t′ D s′, for λ,µ ∈PΛ

n

and for s, t ∈ Std(PΛ
n ).

Fix a multipartition µ ∈ PΛ
n . Define tµ to be the unique standard µ-tableau

such that tµ D t, for all t ∈ Std(µ). More explicitly, tµ is the µ-tableau which has
the numbers 1, 2, . . . , n entered in order, from left to right, and then top to bottom,
along the rows of the components µ(1), . . . , µ(`) of µ. Define tµ = (tµ

′
)′. By the

last paragraph tµ is the unique µ-tableau such that t D tµ, for all tµ ∈ Std(µ).
The numbers 1, 2, . . . , n are entered in order down the columns of the components
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µ(`), . . . , µ(1) of µ. The two tableaux displayed above are tµ an tµ, respectively, for
µ = (3, 2|2, 12|3, 1).

Recall from Section 3.1 that we have fixed a multicharge κ ∈ Z`. The residue
of the node A = (r, c, l) is res(A) = κl + c − r (mod e) (where we adopt the
convention that i ≡ i (mod 0) , for i ∈ Z). Thus, res(A) ∈ I. A node A is an
i-node if res(A) = i. If t is a µ-tableaux and 1 ≤ k ≤ n then the residue of k
in t is rest(k) = res(A), where A ∈ µ is the unique node such that t(A) = k. The
residue sequence of t is

res(t) = (rest(1), rest(2), . . . , rest(n)) ∈ In.
As two important special cases we set iµ = res(tµ) and iµ = res(tµ), for µ ∈PΛ

n .
Following Brundan, Kleshchev and Wang [13, Definition. 3.5] we now define the

degree and codegree of a standard tableau. Suppose that µ ∈ PΛ
n . A node A is

an addable node of µ if A /∈ µ and µ ∪ {A} is the (diagram of) a multipartition
of n+ 1. Similarly, a node B is a removable node of µ if B ∈ µ and µ \ {B} is a
multipartition of n − 1. Given any two nodes A = (r, c, l), B = (r′, c′, l′), say that
B is strictly below A, or A is strictly above B, if either l′ > l or l′ = l and r′ > r.
Suppose that A is an i-node and define integers

dA(µ) = #
{

addable i-nodes of µ
strictly below A

}
−#

{
removable i-nodes of µ

strictly below A

}
,

and

dA(µ) = #
{

addable i-nodes of µ
strictly above A

}
−#

{
removable i-nodes of µ

strictly above A

}
.

If t is a standard µ-tableau then its degree and codegree are defined inductively
by setting deg t = 0 = codeg t, if n = 0, and if n > 0 then

deg t = deg t↓(n−1) + dA(µ) and codeg t = codeg t↓(n−1) + dA(µ),

where A = t−1(n). The definitions of the residue, degree and codegree of a tableau
all depend on the choice of multicharge κ. We write resκt , degκ t and codegκ t when
we want to emphasize this choice.

Recall that Q+ =
⊕

i∈I Nαi is the positive root lattice. Fix β ∈ Q+ with∑
i∈I(Λi, β) = n and let

Iβ = { i ∈ In | αi1 + · · ·+ αin = β } .
Then Iβ is an Sn-orbit of In and it is straightforward to check that every Sn-orbit
can be written uniquely in this way for some β ∈ Q+.

Fix β ∈ Q+ and set PΛ
β = {λ ∈PΛ

n | iλ ∈ Iβ }. The defect of β is the integer

def β = (Λ, β)− 1

2
(β, β).

The defect of a block is closely related to the degree and codegree of the corre-
sponding tableaux.

3.10. Lemma ( [13, Lemma 3.12]). Suppose that β ∈ Q+ and s ∈ Std(µ), for
µ ∈PΛ

β . Then deg t + codeg t = def β.

3.4. Standard homogeneous bases. We are now ready to define some bases for
the cyclotomic quiver Hecke algebra RΛ

n . Recall from the last section that Sn is
the symmetric group on n letters and that {s1, s2, . . . , sn−1} is the standard set of
Coxeter generators for Sn. If w ∈ Sn then the length of w is the integer

`(w) = min { k | w = sr1 . . . srk for some 1 ≤ r1, . . . , rk < n } .
A reduced expression for w is a word w = sr1 . . . srk such that k = `(w). It
is a general fact from the theory of Coxeter groups that any reduced expression
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for w can be transformed into any reduced expression using just the braid relations
srst = stst, if |r − t| > 1, and srsr+1sr = sr+1srsr+1, for 1 ≤ r < n− 1.

Hereafter, unless otherwise stated, we fix a reduced expression w = sr1 . . . srk
for each element w ∈ Sn, with 1 ≤ r1, . . . , rk < n. We define ψw = ψr1 . . . ψrk . By
Definition 3.2, the generators ψr, for 1 ≤ r < n, do not satisfy the braid relations.
Therefore, the element ψw ∈ RΛ

n depends upon our choice of reduced expression
for w.

The symmetric group Sn acts from the right on the set of tableaux by com-
position of maps. If t ∈ Std(µ) define two permutations d(t) and d′(t) in Sn by
t = tµd(t) and t = tµd

′(t). Conjugating either of the last two equations shows that
d′(t) = d(t′). Let wµ = d(tµ). Then it is easy to check that wµ = d(t)d′(t)−1 and
`(wµ) = `(d(t)) + `(d′(t)), for all t ∈ Std(µ).

Recall from section 3.3 that iµ = res(tµ) and that iµ = res(tµ).

3.11. Definition ( [25, Definitions 4.9, 5.1 and 6.9]). Suppose that µ ∈PΛ
n . Define

non-negative integers dµ1 , . . . , d
µ
n and d1

µ, . . . , d
n
µ recursively by requiring that

dµ1 + · · ·+ dµk = deg(tµ↓k) and d1
µ + · · ·+ dkµ = codeg(tµ↓k),

for 1 ≤ k ≤ n. Now set eµ = e(iµ), eµ = e(iµ),

yµ = y
dµ1
1 . . . y

dµn
n and yµ = y

d1
µ

1 . . . y
dnµ
n .

For a pair of tableaux (s, t) ∈ Std2(µ) define

ψst = ψ?d(s)e
µyµψd(t) and ψ′st = ψ?d′(s)eµyµψd′(t).

3.12. Remark. We warn the reader that the element ψ′st is equal to the element ψ′s′t′
in the notation of [25, 26] so care should be taken when comparing the results in
this paper with those in [25,26]. We have changed notation because Definition 3.11
makes several subsequent definitions and results more intuitive. For example, see
Corollary 3.19 and Proposition 3.26 below.

In general, the elements ψst and ψ′st depend upon the choice of reduced expres-
sion that we fixed in Definition 3.11 because ψ1, . . . , ψn−1 do not satisfy the braid
relations. Similarly, ψd(s)−1 and ψ?s will generally be different elements of RΛ

n .

It follows from Definition 3.11 and the relations that if (s, t) ∈ Std2(PΛ
n ) then

(3.13) e(i)ψste(j) = δi,res(s)δj,res(t)ψst and e(i)ψ′ste(j) = δi,res(s)δj,res(t)ψ
′
st,

for all i, j ∈ In. More importantly we have the following.

3.14. Theorem (Hu-Mathas [25, Theorems 5.8 and 6.11]). Suppose that Z is an
integral domain such that e is invertible in Z whenever e 6= 0 and e is not prime.
Then:

a) {ψst | (s, t) ∈ Std2(PΛ
n ) } is a graded cellular basis of HΛ

n with weight poset
(PΛ

n ,D) and degree function degψst = deg s + deg t.
b) {ψ′st | (s, t) ∈ Std2(PΛ

n ) } is a graded cellular basis of HΛ
n with weight poset

(PΛ
n ,E) and degree function degψ′st = codeg s + codeg t.

As we explain in Proposition 3.26 below, these two bases are essentially equiva-
lent. The ψ-basis and the ψ′-basis are dual to each other in the following sense.

3.15. Lemma ( [26, Corollary 3.10]). Suppose that (s, t), (u, v) ∈ Std2(PΛ
n ). Then:

a) ψstψ
′
uv 6= 0 only if res(t) = res(u) and u D t.

b) ψ′uvψst 6= 0 only if res(s) = res(v) and v D s

We need the following dominance results. Recall from §3.3 that (s, t) I (u, v) if
s D u and t D v.
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3.16. Lemma ( [26, Corollary 3.11]). Suppose that (s, t) ∈ Std(PΛ
n ) and 1 ≤ r ≤ n.

Then

ψstyr =
∑

(u,v)∈PΛ
n

(u,v)I(s,t)

auvψuv and ψ′styr =
∑

(u,v)∈PΛ
n

(s,t)I(u,v)

buvψuv,

for some scalars auv, buv ∈ Z.

The next result strengthens [25, Lemma 5.7].

3.17. Lemma. Suppose that ψst and ψ̂st are defined using possibly different reduced
expressions for d(s) and d(t), where s, t ∈ Std(λ) for some λ ∈PΛ

n . Then

ψst − ψ̂st =
∑

(u,v)I(s,t)

suvψuv and ψ′st − ψ̂′st =
∑

(s,t)I(u,v)

tuvψ
′
uv

where suv 6= 0 only if res(u) = res(s), res(v) = res(t) and deg u+deg v = deg s+deg t
and tuv 6= 0 only if res(u) = res(s), res(v) = res(t) and codeg u+codeg v = codeg s+
codeg t.

Proof. By [26, Theorem 3.9] the transition matrices between the ψ-basis and the
(non-homogeneous) standard basis of HΛ

n from [17] is triangular with respect to

strong dominance partial order I . The same remark applies to the ψ̂-basis, which
is defined using possibly different choices of reduced expressions. Applying this

result twice to rewrite ψ̂st in terms of the ψ-basis, via the standard basis, proves
the first statement. The second statement can be proved similarly. �

3.5. The blocks of RΛ
n . We now show how Theorem 3.14 restricts to give a basis

for the blocks, or the indecomposable two-sided ideals, ofRΛ
n . Suppose that β ∈ Q+

and define

RΛ
β = eβRΛ

n = eβRΛ
neβ , where eβ =

∑
i∈Iβ

e(i).

Set Q+
n = {β ∈ Q+ | eβ 6= 0 in RΛ

n }. By [35, Theorem 2.11] and [7, Theorem 1],
if Z = K is a field then RΛ

β is a block of RΛ
n . That is,

(3.18) RΛ
n =

⊕
β∈Q+

n

RΛ
β

is the decomposition of RΛ
n into blocks. Theorem 3.7 implies that RΛ

β
∼= HΛ

β , where

HΛ
β = eβHΛ

neβ .

Recall that PΛ
β = {λ ∈PΛ

n | iλ ∈ Iβ }. Combining Theorem 3.14, (3.13) and

(3.18) we obtain the following.

3.19. Corollary ( [25]). Suppose that Z = K is a field and that β ∈ Q+
n . Then

{ψst | s, t ∈ Std(λ) for λ ∈PΛ
β } and {ψ′st | s, t ∈ Std(λ) for λ ∈PΛ

β }

are graded cellular bases of RΛ
β . In particular, RΛ

β is a graded cellular algebra.

3.6. Trace forms and contragredient duality. Recall that a trace form on A
is a map tr :A−→Z such that tr(ab) = tr(ba), for all a, b ∈ A. The trace form tr
is non-degenerate if whenever a ∈ A is non-zero then tr(ab) 6= 0 for some b ∈ A.
An algebra A is a symmetric algebra if it has a non-degenerate trace form.

3.20. Theorem ( [25, Theorem 6.17]). Suppose that β ∈ Q+
n and that Z = K is

a field. Then there is a non-degenerate homogeneous trace form τβ :RΛ
β −→K of

degree −2 def β such that τβ(ψstψ
′
vu) 6= 0 only if (u, v) I (s, t), for (s, t), (u, v) ∈

Std2(PΛ
n ). Moreover, τβ(ψstψ

′
ts) 6= 0, for all (s, t) ∈ Std2(PΛ

n ). Consequently, RΛ
β

is a graded symmetric algebra.
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By the results in Section 2.2 the two cellular bases {ψst} and {ψ′uv} can both
determine cell modules for RΛ

n . Suppose that µ ∈ PΛ
n . The Specht module Sµ

is the cell module of RΛ
n corresponding to µ determined by the ψ-basis and the

dual Specht module Sµ is the cell module corresponding to µ determined by the
ψ′-basis. As their names suggest, the modules Sµ and Sµ are dual to each other.

3.21. Proposition ( [25, Proposition 6.19]). Suppose that µ ∈PΛ
β , where β ∈ Q+

n .

Then Sµ ∼= S~
µ 〈def β〉 as graded RΛ

n-modules.

We warn the reader that the module Sµ is denoted Sµ′ in [25, §6]. This change
in notation is a consequence of Remark 3.12. The notation for Specht modules and
dual Specht modules in this paper is compatible with [30].

As in section 2.2, define Dµ = Sµ/ radSµ. A multipartition µ ∈ PΛ
n is a

Kleshchev multipartition if Dµ 6= 0. Let

KΛ
n = {µ ∈PΛ

n | D
µ 6= 0 }

be the set of Kleshchev multipartitions. Ariki [1] has given a recursive description
of the Kleshchev multipartitions. Observe that KΛ

n depends on the choice of multi-
charge κ and not just on Λ. Building on Ariki’s result, we classified the irreducible
graded RΛ

n -modules.

3.22. Proposition ( [25, Corollary 5.11]). Suppose that Z = K is a field. Then

{Dµ〈d〉 | µ ∈ KΛ
n and d ∈ Z }

is a complete set of pairwise non-isomorphic irreducible graded RΛ
n-modules.

In the case when e = 0 the Kleshchev multipartition are sometimes called re-
stricted and FLOTW multipartitions in the literature. In this case they have a
particularly simple description.

3.23. Corollary ( [44]). Suppose that e = 0, κ1 ≥ κ2 ≥ · · · ≥ κ` and µ ∈PΛ
n . Then

µ = (µ(1), . . . , µ(`)) is a Kleshchev multipartition if and only µ
(l)
r+κl−κl+1

≤ µ
(l+1)
r

for 1 ≤ l < ` and r ≥ 1.

3.7. The sign isomorphism. Following [30, §3.2] we now introduce an analogue
of the sign involution of the symmetric groups for the quiver Hecke algebras. Unlike
the case of the symmetric groups, this map is generally not an automorphism ofRΛ

n .
In section 3.1 we fixed the multicharge κ = (κ1, . . . , κ`) ∈ Z` which deter-

mines Λ = Λ(κ). Define κ′ = (−κ`, . . . ,−κ1) ∈ Z` and let Λ′ = Λ(κ′). Then
Λ′ ∈ P+. More precisely, if Λ =

∑
i∈I liΛi, for li ∈ N, then Λ′ =

∑
i∈I liΛ−i. Simi-

larly, if β =
∑
i∈I biαi, for some bi ∈ N, define β′ =

∑
i∈I biα−i. Then β′ ∈ Q+.

As noted in [30, §3.2], the relations easily imply that there is a unique degree

preserving isomorphism of graded algebras sgn :RΛ
β −→RΛ′

β′ such that

(3.24) e(i) 7→ e(−i), yr 7→ −yr and ψs 7→ −ψs

for i ∈ Iβ
′
, 1 ≤ r ≤ n, and 1 ≤ s < n. The map sgn induces a graded Morita

equivalence

RΛ′

β′ -Mod
∼−→ RΛ

β -Mod

in the sense of Section 2.3. This equivalence sends an RΛ′

β′ -module M to the RΛ
β -

module Msgn where Msgn is equal to M as a graded vector space and where the
RΛ
n -action on Msgn is given by m · a = m sgn(a), for a ∈ RΛ

n and m ∈Msgn.
In section 3.3 we defined the residue sequence res(t) = resκ(t), degree deg t =

degκ t and codegree codeg t = codegκ t of a standard tableau t, all of which depend

on κ. Similarly, we set res′(t) = resκ
′
(t), deg′(t) = degκ′(t) and codeg′(t) =
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codegκ′(t). Recall also that d′(t) ∈ Sn is the permutation determined by t = tµd
′(t)

and that t′ is the tableau which is conjugate to t.
The following result is easily checked using the definitions.

3.25. Lemma. Suppose that β ∈ Q+
n . Then PΛ′

β′ = {µ′ | µ ∈PΛ
β }. Moreover,

if t ∈ Std(PΛ
β ) then t ∈ Std(PΛ′

β′ ), res′(t) = − res(t′), deg′ t = codeg t′, codeg′ t =

deg t′, and d′(t) = d(t′).

Deploying this notation we obtain a ψ-basis and a ψ′-basis for RΛ′

β′ . An easy
exercise in the definitions shows that these bases are closely related to the corre-
sponding bases of RΛ

β . More precisely, Definition 3.11 and Lemma 3.25 quickly give
the following:

3.26. Proposition. Suppose that β ∈ Q+
n , that sgn :RΛ

β −→RΛ′

β′ is the sign iso-

morphism and (s, t) ∈ Std2(PΛ
n ). Then

sgn(ψst) = εstψ
′
s′t′ and sgn(ψ′st) = ε′stψs′t′ ,

where εst = (−1)deg tµ+`(d(s))+`(d(t)) and ε′st = (−1)codeg tµ+`(d′(s))+`(d′(t)).

Applying sgn to the construction of the Specht modules of RΛ′

β′ , from section 2.2,
we obtain:

3.27. Corollary. Suppose that Z is an integral domain such that e is invertible
in Z whenever e 6= 0 and e is not prime. Then

Sµ ∼= (Sµ′)
sgn and Sµ

∼= (Sµ′)sgn.

This is in agreement with [30, Theorem 8.5]. See also Proposition 3.21.

4. Graded Schur algebras

In this chapter we introduce the quiver Schur algebras, or graded cyclotomic
Schur algebras. We will show that they are quasi-hereditary graded cellular alge-
bras. Unless otherwise stated, the following assumption will be in force for the rest
of this paper.

4.1. Assumption. We assume that e = 0 or e ≥ n and that Z is an integral
domain in which e is invertible if e 6= 0 and e is not prime.

By [25, Lemma 5.13], this assumption assures that RΛ
n is free as a Z-module. We

expect that this is true for any commutative ring, in which case our quiver Schur
algebras are free over any commutative domain.

4.1. Permutation modules. Following the recipe in [17] we will define the graded
cyclotomic Schur algebra to be the algebra of graded RΛ

n -endomorphisms of a par-
ticular RΛ

n -module GΛ
n . In this section we introduce and investigate the summands

of GΛ
n .

4.2. Definition. Suppose that µ ∈PΛ
n . Define Gµ and Gµ to be the RΛ

n -modules:

Gµ = ψtµtµRΛ
n〈− deg tµ〉 and Gµ = ψ′tµtµR

Λ
n〈− codeg tµ〉.

The degree shifts appear in Definition 4.2 because we want Gµ to have a graded
Specht filtration in which Sµ has graded multiplicity one and we want Gµ to have
a graded dual Specht filtration in which Sµ appears with multiplicity one.

The modules Gµ and Gµ are closely related. To explain this recall the isomor-

phism sgn :RΛ
n−→RΛ′

n from (3.24).
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4.3. Lemma. Suppose that µ ∈PΛ
β , for β ∈ Q+

n . Then

Gµ ∼= (Gµ′)
sgn and Gµ

∼= (Gµ′)sgn

as graded RΛ
n-modules.

Proof. This is immediate from Definition 4.2 and Proposition 3.26. �

As a consequence, any result which we prove for Gµ immediately translates into
an equivalent “sign dual” result for Gµ. Our first aim is to give a basis for these
modules. If µ,λ ∈PΛ

n define

Stdµ(λ) = { s ∈ Std(λ) | s D tµ and res(s) = iµ } ,
Stdµ(λ) = { s ∈ Std(λ) | tµ D s and res(s) = iµ } ,

and set Stdµ(PΛ
n ) =

⋃
λ∈PΛ

n
Stdµ(λ) and Stdµ(PΛ

n ) =
⋃

λ∈PΛ
n

Stdµ(λ).

4.4. Lemma. Suppose that µ ∈PΛ
n . Then

a) Gµ is spanned by {ψtµtµψ
′
uv | u ∈ Stdµ(λ), v ∈ Std(λ) for λ ∈PΛ

n }.
b) Gµ is spanned by {ψ′tµtµψst | s ∈ Stdµ(λ), t ∈ Std(λ) for λ ∈PΛ

n }.
Proof. By definition, eµyµ = ψtµtµ so, by Theorem 3.14, Gµ is spanned by the
elements of the form ψtµtµψ

′
uv, for (u, v) ∈ Std2(PΛ

n ). Hence, part (a) follows from
Lemma 3.15(a). Part (b) follows by a similar argument or by applying Lemma 4.3.

�

For any positive integer m ≤ n set sm,m = 1 and ψm,m = 1. If 1 ≤ r < m let

sr,m = sr . . . sm−1 and ψr,m = ψr . . . ψm−1,

and set sm,r = s−1
r,m and ψm,r = ψ?r,m. To show that the elements in Lemma 4.4

give bases of Gµ and Gµ we need the following technical lemma. This result does
not require the assumption that e = 0 or e ≥ n.

4.5. Lemma. Suppose that e ∈ {0, 2, 3, 4 . . . }, i ∈ In and that there exists an
integer r, with 1 ≤ r ≤ n, and non-negative integers dr, . . . , dn, dn+1 such that

dr ≥ ds ≥ dt ≥ dn+1 whenever r ≤ s ≤ t < n and ir = is = it.

Then ψn,ry
dr
r . . . ydnn e(i) ∈ ydr+1

r . . . y
dn+1
n e(sn,ri)RΛ

n .

Proof. We argue by downwards induction on r. If r = n then ψn,r = 1 and there
is nothing to prove since, by assumption, dr ≥ dn+1. Suppose then that r < n. We
divide the proof into two cases.

First suppose that ir 6= ir+1. Then, using (3.3), we have that

ψn,ry
dr
r y

dr+1

r+1 . . . ydnn e(i) = ψn,r+1ψry
dr
r y

dr+1

r+1 . . . ydnn e(i)

= ψn,r+1y
dr
r+1y

dr+1
r ψry

dr+2

r+2 . . . ydnn e(i)

= ydr+1
r ψn,r+1y

dr
r+1y

dr+2

r+2 . . . ydnn e(sri)ψr.

Therefore, ψn,ry
dr
r y

dr+1

r+1 . . . ydnn e(i) ∈ y
dr+1
r y

dr+2

r+1 . . . y
dn+1
n e(sn,ri)RΛ

n by induction
because the sequence sri and the non-negative integers dr, dr+2, . . . , dn+1 satisfy
the assumptions of the Lemma.

Now consider the remaining case when ir = ir+1. A quick calculation using (3.3)
shows that ψr commutes with any symmetric polynomial in yr and yr+1, so that
ψr(yryr+1) = (yryr+1)ψr. By assumption, dr ≥ dr+1 ≥ dn+1, so

ψn,ry
dr
r . . . ydnn e(i) = ψn,r+1ψr(yryr+1)dr+1y

dr+2

r+2 . . . ydnn e(i)ydr−dr+1
r

= ψn,r+1(yryr+1)dr+1y
dr+2

r+2 . . . ydnn e(sri)ψry
dr−dr+1
r

= ydr+1
r ψn,r+1y

dr+1

r+1 y
dr+2

r+2 . . . ydnn e(sri)ψry
dr−dr+1
r .



20 JUN HU AND ANDREW MATHAS

Since ir = ir+1 the sequence sri and the integers dr+1, . . . , dn again satisfy the
assumptions of the Lemma. Hence, the result follows by induction. �

Before we can give bases for Gµ and Gµ we need to introduce a special choice
of reduced expression. Recall our definition of ψr,n and ψn,r (for any 1 ≤ r ≤ n)
above Lemma 4.5. It is well-known and easy to prove that

Sn =

n⊔
r=1

sr,nSn−1 (disjoint union),

and that `(sr,nw) = `(sr,n) + `(w) = `(w) + n − r, for all w ∈ Sn−1. Hence, we
have the following:

4.6. Lemma. Suppose that w ∈ Sn. Then there exist unique integers r2, . . . , rn,
with 1 ≤ rk ≤ k, such that w = srn,n . . . sr2,2 and `(w) = `(srn,n) + · · ·+ `(sr2,2).

The factorization w = srn,n . . . sr2,2 in Lemma 4.6 gives a reduced word for w.

As a temporary notation, define ψ̂w = ψrn,n . . . ψr2,2 ∈ RΛ
n and if (s, t) ∈ Std2(λ)

let ψ̂st = ψ̂?d(s)e
λyλψ̂d(t). Define ψ̂′st similarly.

Observe that the choice of reduced expression used to define ψ̂st is compatible
with the natural embeddings Sm ↪→ Sn, for 1 ≤ m ≤ n. More precisely, if n
appears in t in the same position as r appears in tµ then d(t) = sr,nd(t↓n−1

) and

`(d(t)) = n − r + `(d(t↓n−1
)). Consequently, ψ̂d(t) = ψr,nψ̂t↓n−1

. Similarly, if n

appears in t in the same position as r appears in tµ then d′(t) = sr,nd
′(t↓n−1

) and

`(d′(t)) = n− r + `(d′(t↓n−1)) so that ψ̂′d′(t) = ψr,nψ̂
′
d′(t↓n−1

).

The next Lemma makes heavy use of Assumption 4.1.

4.7. Lemma. Suppose that e = 0 or e ≥ n and s ∈ Stdµ(λ) and u ∈ Stdµ(λ), for

some λ ∈PΛ
n . Then ψ̂stλ ∈ Gµ and ψ̂′utλ ∈ Gµ.

Proof. We prove only that ψ̂stλ ∈ Gµ, the second statement being equivalent by
Proposition 3.26 and Lemma 4.3.

We argue by induction on n. If n = 1 then s = tµ and there is nothing to prove,
so assume that n > 0. Let s↓ = s↓(n−1), λ

s↓ = Shape(s↓), µ↓ = Shape(tµ↓(n−1)).

Then s↓ ∈ Stdµ↓(λs↓). Suppose that n appears in the same position in s as r does

in tλ. Let ν = Shape(s↓(r−1)). By definition, ψ̂d(s) = ψr,nψ̂s↓ so, recalling the

definition of the integers dλ1 , . . . , d
λ
n from Definition 3.11, we have

ψ̂stλ = ψ̂?d(s)y
λeλ = ψ̂?s↓ψn,ry

νy
dλr
r . . . y

dλn
n eλ = ψ̂?s↓y

νψn,ry
dλr
r . . . y

dλn
n eλ,

where the last equality follows because if r ≤ j < n then ψj commutes with yν

by (3.3). In order to apply Lemma 4.5 to the sequence dr = dλr , . . . , dn = dλn , dn+1 =
dµn we have to check that dλr ≥ dλs ≥ dλt ≥ dµn whenever r ≤ s ≤ t < n and
iλr = iλs = iλt . To this end, observe because e = 0 or e > n each component contains
at most one addable or removable node of each residue. Therefore, if ρ ∈PΛ

n and
1 ≤ m ≤ n then

dρm = # { 1 ≤ l ≤ ` | l > comptρ(m) and κl ≡ iρm (mod e) } .

Now if r ≤ s ≤ t < n then, by definition, comptλ(r) ≤ comptλ(s) ≤ comptλ(t) so
that dλr ≥ dλs ≥ dλt whenever iλr = iλs = iλt . Further, comptλ(r) ≤ comptλ(s) ≤
comptλ(t) ≤ comptµ(n), since s D tµ, so that dλr ≥ dλs ≥ dλt ≥ dµn because
iλt = iλr = isn = iµn . Therefore, by Lemma 4.5, there exists h ∈ RΛ

n such that

ψ̂stλ = ψ̂?d(s)y
λeλ = ψ̂?s↓y

νy
dλr+1
r . . . y

dλn
n−1y

dµn
n e(sn,ri

λ)h.
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Note that by definition yλ
s↓

= yνy
dλr+1
r . . . y

dλn
n−1 and that yn commutes with ψ̂s↓ by

(3.4). Therefore, it follows by induction that there exists h′ ∈ RΛ
n such that

ψ̂stλ = y
dµn
n ψ̂?s↓y

λs↓
e(iλ

s↓ ∨ iµn)h = y
dµn
n eµy

dµ1
1 . . . y

dµn−1

n−1 h
′h ∈ eµyµRΛ

n .

This completes the proof of the Lemma. �

4.8. Remark. If we drop Assumption 4.1 then it is easy to construct examples where
the argument of Lemma 4.9 fails if 0 < e ≤ n.

4.9. Corollary. Suppose that e = 0 or e ≥ n and s ∈ Stdµ(λ) and u ∈ Stdµ(λ),
for λ ∈PΛ

n . Then for any t ∈ Std(λ), ψst ∈ Gµ and ψ′ut ∈ Gµ.

Proof. We show only that ψst ∈ Gµ. If ψst = ψ̂st then the result follows by
Lemma 4.7. Otherwise, by Lemma 3.17, there exist suv ∈ Z such that

ψst = ψ̂st +
∑

(u,v)∈Std2(PΛ
n )

(u,v)I(s,t)

suvψuv,

where suv 6= 0 only if res(u) = res(s). Consequently, if suv 6= 0 then u D s D tµ

and v D t so that u ∈ Stdµ(ν), for some ν D λ. By induction on dominance,

ψuv = ψutνψd(v) belongs to Gµ whenever (u, u) I (s, t). Moreover, ψ̂st ∈ Gµ by
Lemma 4.7. Hence, ψst ∈ Gµ as we wanted to show. �

We can now give bases for Gµ and Gµ. Almost everything in this paper relies
on the next result.

4.10. Theorem. Suppose that µ ∈PΛ
n . Then

a) {ψst | s ∈ Stdµ(ν) and t ∈ Std(ν), for ν ∈PΛ
n } is a basis of Gµ.

b) {ψ′uv | u ∈ Stdµ(ν) and v ∈ Std(ν), for ν ∈PΛ
n } is a basis of Gµ.

Proof. Parts (a) and (b) are equivalent by Lemma 4.3 and Proposition 3.26, so it
is enough to prove (a). Suppose first that Z = K is a field. By Corollary 4.9,
ψst ∈ Gµ whenever s ∈ Stdµ(ν) and t ∈ Std(ν), for some multipartition ν ∈ PΛ

n .
Therefore, by Theorem 3.14,

dimK G
µ ≥

∑
u∈Stdµ(ν)

# Std(ν).

On the other hand, by Lemma 4.4 the dimension of Gµ is at most the number on
the right hand side. Hence, the set in the statement of the theorem is a basis of Gµ,
so that the Lemma holds over any field K.

To prove the proposition when Z is not a field by Assumption 4.1 it suffices to
consider the cases where Z = Z if e = 0 or e is a prime; or Z = Z[e−1] if e > 0
and e is not a prime. In these cases, Z is always a principal ideal domain. Let G be
the Z-module of Gµ with basis {ψst | s ∈ Stdµ(ν), t ∈ Std(ν), for ν ∈PΛ

n }. We
have a short exact sequence of Z-modules

0 −→ G −→ Gµ −→ Gµ/G −→ 0.

Therefore, for every field K which is a Z-algebra there is an exact sequence

G⊗Z K −→ Gµ ⊗Z K → Gµ/G⊗Z K → 0.

By the first paragraph of the proof, the first homomorphism in the last exact
sequence is an isomorphism. It follows that Gµ/G⊗Z K = 0 for any field K which
is an Z-algebra. Applying Nakayama’s Lemma (see, for example, [3, Proposition
3.8]), Gµ/G = 0. That is, Gµ = G. Hence, elements in the statement of the
theorem are a basis for Gµ as required. �
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Theorem 4.10 has several useful corollaries. We first note that it gives explicit
formulae for the graded dimensions of these two modules:

DimGµ =
∑

s∈Stdµ(ν)

∑
t∈Std(ν)

qdeg s+deg t−deg tµ ,

DimGµ =
∑

u∈Stdµ(ν)

∑
v∈Std(ν)

qcodeg u+codeg v−codeg tµ .

4.11. Corollary. Suppose that µ,λ ∈PΛ
n . Then

{ψst | s ∈ Stdµ(ν) and t ∈ Stdλ(ν), for ν ∈PΛ
n }

is a basis of Gµ ∩ (Gλ)? and

{ψ′st | s ∈ Stdµ(ν) and t ∈ Stdλ(ν), for ν ∈PΛ
n }

is a basis of Gµ ∩ (Gλ)?.

Proof. Suppose that a ∈ Gµ∩(Gλ)? and write a =
∑

(s,t)∈PΛ
n
rstψst, for rst ∈ Z and

(s, t) ∈ Std(PΛ
n ). Then rst 6= 0 only if s ∈ Stdµ(PΛ

n ) by Theorem 4.10. Similarly,

since a? ∈ Gλ we see that rst 6= 0 only if t ∈ Stdλ(PΛ
n ). Moreover, if s ∈ Stdµ(ν)

and t ∈ Stdλ(ν) then ψst ∈ Gµ ∩ (Gλ)? by two more applications of Theorem 4.10.
This proves the first claim. The second statement follows similarly. �

4.12. Corollary. Suppose that µ ∈PΛ
n .

a) Write Stdµ(PΛ
n ) = {s1, . . . , sm}, ordered so that i ≤ j whenever si D sj

and set νi = Shape(si), for 1 ≤ i, j ≤ m. Then Gµ has a (graded) Specht
filtration

Gµ = Gm ≥ Gm−1 ≥ · · · ≥ G1 ≥ G0 = 0

such that Gi/Gi−1 ∼= Sνi〈deg si〉, for 1 ≤ i ≤ m.
b) Write Stdµ(PΛ

n ) = {u1, . . . , ul}, ordered so that i ≥ j whenever ui D uj and
set νi = Shape(ui), for 1 ≤ i, j ≤ l. Then Gµ has a (graded) dual Specht
filtration

Gµ = Gl ≥ Gl−1 ≥ · · · ≥ G1 ≥ G0 = 0

such that Gi/Gi−1
∼= Sνi〈codeg ui〉, for 1 ≤ i ≤ l.

Proof. Suppose that 1 ≤ i ≤ m. Define Gi to be the Z-submodule of Gµ spanned
by {ψsjt | 1 ≤ j ≤ i and t ∈ Std(νj) }. Then Gi is a submodule of Gµ by Theo-

rem 4.10 and Definition 2.4(GC2). Finally, Gi/Gi−1 ∼= Sνi〈deg si〉 by the construc-
tion of the cell modules given in section 2.2. More precisely, if s = si then the
isomorphism is given by ψt 7→ ψst +Gi−1, for all t ∈ Std(νi). This proves (a). The
proof of (b) is almost identical. �

In particular, note that Sµ is a quotient of Gµ and that Sµ is a quotient of Gµ.

4.13. Corollary. Suppose that µ ∈PΛ
n . Then:

a) {ψtµtµψ
′
uv | u ∈ Stdµ(ν) and t ∈ Std(ν), for ν ∈PΛ

n } is a basis of Gµ.
b) {ψ′tµtµψst | s ∈ Stdµ(ν) and t ∈ Std(ν), for ν ∈PΛ

n } is a basis of Gµ.

Proof. By Lemma 4.4 and Theorem 3.14(b) the elements in (a) span Gµ, so it
remains to show that they are linearly independent. This is a direct consequence
of Theorem 4.10. The proof of (b) is similar. �

4.14. Corollary. Suppose that µ ∈PΛ
β . Using the notation of Corollary 4.12:

a) Gµ has a dual Specht filtration Gµ = Hm ≥ Hm−1 ≥ · · · ≥ H1 ≥ H0 = 0
such that Hi/Hi−1

∼= Sνi〈deg tµ + codeg si〉, for 1 ≤ i ≤ m.
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b) Gµ has a Specht filtration Gµ = H l ≥ H l−1 ≥ · · · ≥ H1 ≥ H0 = 0 such that
Hi/Hi−1 ∼= Sνi〈codeg tµ + deg ui〉, for 1 ≤ i ≤ l.

Proof. We prove only (b). Part (a) can be proved in a similar way. Mirroring the
proof of Corollary 4.12, define Hi to be the Z-submodule of Gµ spanned by the
elements

{ψ′tµtµψujt | t ∈ Std(νj) and l + 1− i ≤ j ≤ l } .
This is an RΛ

n -submodule of Gµ by Theorem 3.14 and (GC2) of Definition 2.4. As

in the proof of Corollary 4.12 it is easy to verify that Hi/Hi−1
∼= Sνi〈codeg tµ +

deg ui〉; compare with [26, Corollaries 3.11, 3.12]. The degree shift is just the

difference of the degrees of the basis elements of Sνi and the degrees of the elements
ψ′tµtµψuit. �

Recall from (3.18) that RΛ
n =

⊕
βRΛ

β and that RΛ
β carries a non-degenerate

homogeneous trace form τβ of degree −2 def β by Theorem 3.20. The following
argument is lifted from [36, Proposition 5.13].

4.15. Theorem. Suppose that Z = K is a field and that µ ∈ PΛ
β , for β ∈ Q+

n .

Then, as RΛ
n-modules,

(Gµ)~ ∼= Gµ〈−2 def β〉 and (Gµ)~ ∼= Gµ〈−2 def β〉.

Proof. Both isomorphisms can be proved similarly, so we consider only the first
one. Using Theorem 4.10 and Corollary 4.13, define a pairing Gµ ×Gµ −→ Z by

〈ψst, ψtµtµψ
′
uv〉µ = τβ(ψstψ

′
vu),

for all s ∈ Stdµ(λ), t ∈ Std(λ), u ∈ Stdµ(ν), v ∈ Std(ν), for some λ,ν ∈PΛ
β . By

Theorem 3.20, τβ(ψstψ
′
ts) 6= 0 and τβ(ψstψ

′
vu) 6= 0 only if (u, v) I (s, t). Therefore,

the Gram matrix of 〈 , 〉µ is upper triangular with non-zero elements on the diagonal
so that 〈 , 〉µ is non-degenerate. Recalling the degree shift in the definition of Gµ

from Definition 4.2, it is easy to check that 〈 , 〉µ is a homogeneous bilinear map of
degree −2 def β. Therefore, to complete the proof it is enough to show that 〈 , 〉µ
is associative in the sense that

〈ψsth, ψtµtµψ
′
uv〉µ = 〈ψst, ψtµtµψ

′
uvh

?〉µ,
for all h ∈ RΛ

n and all (s, t) and (u, v) as above. Write ψ′uvh
? =

∑
rabψ

′
ab, where in

the sum (a, b) ∈ Std2(PΛ
β ) and rab ∈ Z. Then the left hand side is equal to

〈ψsth, ψtµtµψ
′
uv〉µ = τβ(ψsthψ

′
vu) =

∑
(a,b)∈Std2(PΛ

β )

rabτβ(ψstψ
′
ba)

Now τβ is a trace form, so τβ(ψstψ
′
ba) = τβ(ψ′baψst) is non-zero only if a D s and

res(a) = res(s) by Lemma 3.15, so that a ∈ Stdµ(PΛ
β ). Consequently,

〈ψsth, ψtµtµψ
′
uv〉µ =

∑
a∈Stdµ(ν),b∈Std(ν)

ν∈PΛ
β

rabτβ(ψstψ
′
ba)

=
∑

a∈Stdµ(ν),b∈Std(ν)

ν∈PΛ
β

rab〈ψst, ψtµtµψ
′
ab〉µ

= 〈ψst, ψtµtµψ
′
uvh

?〉µ,
where the last equality follows using Lemma 3.15 and Corollary 4.13. Hence, the
form 〈 , 〉µ is associative. Since taking duals reverses the grading, the map x 7→
〈x, ?〉µ, for x ∈ Gµ, gives the required isomorphism. �
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4.2. Quiver Schur algebras. We are now ready to define the quiver Schur alge-
bras of type Γe, which are the main objects of study in this paper.

4.16. Definition. Suppose that Λ ∈ P+ and let GΛ
n =

⊕
µ∈PΛ

n
Gµ. The quiver

Schur algebra of type (Γe,Λ) is the endomorphism algebra

SΛ
n = SΛ

n (Γe) = EndRΛ
n

(GΛ
n).

By definition SΛ
n is a graded algebra. As a Z-module, SΛ

n admits a decomposition

SΛ
n =

⊕
ν,µ∈PΛ

n

HomRΛ
n

(Gν , Gµ).

By Theorem 3.20, RΛ
n is a graded symmetric algebra, so by [16, 61.2]

(4.17) HomRΛ
n

(Gν , Gµ) ∼= Gµ ∩ (Gν)?

as graded Z-modules, where the isomorphism is given by Ψ 7→ Ψ(eνyν). By Corol-
lary 4.11, if s ∈ Stdµ(λ) and t ∈ Stdν(λ), for λ ∈ PΛ

β , then ψst ∈ Gµ ∩ (Gν)? so

we can define a homomorphism Ψµν
st ∈ HomRΛ

n
(Gν , Gµ) by

(4.18) Ψµν
st (eνyνh) = ψsth, for all h ∈ RΛ

n .

We think of Ψµν
st as an element of SΛ

n in the obvious way.

4.19. Example It is necessary to include µ and ν in the notation Ψµν
st because a

given tableau can belong to Stdµ(ν) for many different µ. The simplest example

of this phenomenon occurs when t = ( 1 |∅) and κ = (0, 0), so that Λ = 2Λ0.
Let µ = (1|−) and ν = (−|1). Then t ∈ Stdµ(µ) ∩ Stdν(µ) and ψtt = eµyµ ∈
Gµ ∩ Gν ∩ (Gµ)? ∩ (Gν)? by Corollary 4.11. Therefore, the tableau t determines
four different maps in SΛ

n :

Ψµµ
tt :Gµ−→Gµ; eµyµh 7→ ψtth, Ψνµ

tt :Gµ−→Gν ; eµyµh 7→ ψtth,

Ψµν
tt :Gν−→Gµ; eνyνh 7→ ψtth, Ψνν

tt :Gν−→Gν ; eνyνh 7→ ψtth.

We have deg Ψµµ
tt = 0, deg Ψµν

tt = 1 = deg Ψνµ
tt and deg Ψνν

tt = 2. ♦

For λ ∈PΛ
n let T λ = { (µ, s) | s ∈ Stdµ(λ) for µ ∈PΛ

n }.

4.20. Theorem. Suppose that e = 0 or e ≥ n and let Z be an integral domain such
that e is invertible in Z whenever e 6= 0 and e is not prime. Then SΛ

n is a graded
cellular algebra with cellular basis {Ψµν

st | (µ, s), (ν, t) ∈ T λ and λ ∈PΛ
n }, weight

poset (PΛ
n ,D) and degree function deg Ψµν

st = deg s− deg tµ + deg t− deg tν .

Proof. By Corollary 4.11 and (4.17) the maps in the statement of the Theorem are
a basis of SΛ

n . As in [17, §6], it is now a purely formal argument to show that this
basis is a cellular basis of SΛ

n . We have already verified axioms (GCd) and (GC1)
from section 2.2. Axiom (GC3) is a straightforward calculation using the fact that
ψ?st = ψts by Theorem 3.14; see [17, Proposition 6.9]. It remains to check (GC2)
but this follows by repeating the argument from [17, Theorem 6.6(ii)], essentially
without change, using Corollary 4.11 and Theorem 3.14. �

4.21. Remark. In [17, Theorem 6.6] the cellular basis of the cyclotomic q-Schur alge-
bras is labelled by semistandard tableaux of type ν. The tableaux in T λ are, in fact,
closely related to semistandard tableaux. Using the notation of [17, Definition 4.2],
if (ν, t) ∈ T λ then ν(t) is a semistandard λ-tableau of type ν.

4.22. Example If ` = 2 then it is an interesting combinatorial exercise to show
that SΛ

β is positively graded; see [24]. If ` > 2 then SΛ
β is in general only Z-graded.
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For example, suppose that Λ = 3Λ0, µ = (1|2, 1|22) and

t =

(
1 6

7

∣∣∣∣∣ 2 3

4 8

∣∣∣∣∣ 5
)
.

Then it is easy to check that t ∈ Stdµ(2, 1|22|1) and that deg t = 2 < deg tµ = 3.
Therefore, deg Ψµµ

tt = −2. ♦

Now that we know that SΛ
n is a graded cellular algebra we can use the general

theory from section 2.2 to construct cell modules and irreducible SΛ
n -modules.

Suppose that λ ∈PΛ
n . The graded Weyl module ∆λ is the cell module for SΛ

n

corresponding to λ. More explicitly, ∆λ is the SΛ
n -module with basis

(4.23) {Ψν
t | (ν, t) ∈ T λ }

such that
(
Φλλ

tλtλS
Λ
n + (SΛ

n )Bλ
)
/(SΛ

n )Dλ ∼= ∆λ under the map which sends Ψλν
tλt +

(SΛ
n )Bλ to Ψν

t , for (ν, t) ∈ T λ.
As in section 2.2, the graded Weyl module ∆λ comes equipped with a homoge-

neous bilinear form 〈 , 〉 of degree zero such that

(4.24) 〈Ψµ
s ,Ψ

ν
t 〉Ψλλ

tλtλ ≡ Ψλµ
tλs

Ψνλ
ttλ (mod (SΛ

n )Bλ) ,

for (µ, s), (ν, t) ∈ T λ. Define Lλ = ∆λ/ rad ∆λ, where rad ∆λ is the radical of this
form. Set ∇λ = (∆λ)~.

4.25. Theorem. Suppose that e = 0 or e ≥ n. Then SΛ
n is quasi-hereditary graded

cellular algebra with:

• weight poset (PΛ
n ,D),

• graded standard modules {∆λ | λ ∈PΛ
n },

• graded costandard modules {∇λ | λ ∈PΛ
n }, and,

• graded simple modules {Lλ〈k〉 | λ ∈PΛ
n and k ∈ Z }.

Moreover, Lλ ∼= (Lλ)~ for all λ ∈PΛ
n .

Proof. By definition, Ψλλ
tλtλ is the identity map on Gλ, so 〈Ψλ

tλ ,Ψ
λ
tλ〉 = 1 by (4.24).

Consequently, Lλ 6= 0 for all λ ∈PΛ
n . Therefore, Lλ ∼= (Lλ)~, for λ ∈PΛ

n , and

{Lλ〈k〉 | λ ∈PΛ
n and k ∈ Z }

is a complete set of pairwise non-isomorphic irreducible SΛ
n -modules by Theo-

rem 2.5. In turn, this implies that SΛ
n is a quasi-hereditary algebra by Corollary 2.9,

with standard and costandard modules as stated. �

For each λ ∈PΛ
n set Ψλ = Ψλλ

tλtλ . Then Ψλ (restricts to) the identity map on Gλ

and
∑

λ Ψλ is the identity element of SΛ
n . As an Z-module, every SΛ

n -module M
has a weight space decomposition

(4.26) M =
⊕

λ∈PΛ
n

Mλ, where Mλ = MΨλ.

In particular, if λ,ν ∈PΛ
n then {Ψν

t | (ν, t) ∈ T λ } is a basis of ∆λ
ν by (4.23).

4.27. Remark. Although we will not need this, the reader can check that if (ν, t) ∈
T λ then we can identify Ψν

t with the homomorphism Gν → Sλ which sends ψtν tνh
to ψtλth, for h ∈ RΛ

n . In this way, ∆λ can be identified with a SΛ
n -submodule of

HomRΛ
n

(GΛ
n , S

λ). By Corollary 4.12 there is a projection map πλ : Gλ � Sλ such

that πλ(ψtλtλh) = ψtλh, for all h ∈ RΛ
n . So, by Theorem 4.20 and the remarks
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after (4.23), the weight space ∆λ
ν of the Weyl module ∆λ can be identified with

the set of maps in HomRΛ
n

(Gν , Sλ) which factor through πλ.

Gν Gλ

Sλ

∃Ψ′

Ψ
πλ

4.3. Graded Schur functors. We now define an exact functor from the category
of graded SΛ

n -modules to the category of graded RΛ
n -modules and use this to relate

the graded decomposition numbers of the two algebras. To do this it is useful to
introduce a slightly larger version of the quiver Schur algebra SΛ

n .

To this end let ṖΛ
n = PΛ

n ∪{ω}, where ω is a dummy symbol, and set Gω = RΛ
n

and ĠΛ
n = GΛ

n ⊕Gω. The extended quiver Schur algebra is the algebra

ṠΛ
n = EndRΛ

n
(ĠΛ

n).

Suppose that ν ∈ PΛ
n . For convenience of notation, set Stdω(ν) = Std(ν) and

define eω = 1 = yω ∈ RΛ
n so that Gω = eωyωRΛ

n . Let tω = 1 and set ψtωtω =

eωyω = 1 and define deg tω = 0. Extending (4.18), if ν,µ ∈ ṖΛ
n and s ∈ Stdµ(ν)

and t ∈ Stdν(ν) then define

Ψµν
st (eνyνh) = ψsth, for all h ∈ RΛ

n .

Then Ψµν
st ∈ ṠΛ

n and deg Ψµν
st = deg s− deg tµ + deg t− deg tν . For each multipar-

tition λ ∈PΛ
n set Ṫ λ = { (ν, t) | t ∈ Stdν(λ) for ν ∈ ṖΛ

n } = T λ ∪ {ω}× Std(λ).

4.28. Proposition. The algebra ṠΛ
n is a graded cellular algebra with cellular basis

{Ψµν
st | (µ, s), (ν, t) ∈ Ṫ λ for λ ∈PΛ

n } ,

weight poset (PΛ
n ,D) and degree function

deg Ψµν
st = deg s− deg tµ + deg t− deg tν .

Moreover, ṠΛ
n is a quasi-hereditary algebra with standard modules { ∆̇λ | λ ∈PΛ

n }
and simple modules { L̇λ〈k〉 | λ ∈PΛ

n and k ∈ Z }.

Proof. By definition, SΛ
n is a subalgebra of ṠΛ

n and, as a Z-module,

ṠΛ
n = SΛ

n ⊕HomRΛ
n

(Gω, GΛ
n)⊕HomRΛ

n
(GΛ

n , G
ω)⊕EndRΛ

n
(Gω).

For µ ∈ ṖΛ
n there are isomorphisms of graded Z-modules Gµ ∼= HomRΛ

n
(Gω, Gµ)

given by ψst 7→ Ψµω
st , for s ∈ Stdµ(ν) and t ∈ Stdω(ν) and ν ∈PΛ

n . Therefore, the

elements in the statement of the Proposition give a basis of ṠΛ
n by Theorem 4.20

and Theorem 4.10. Repeating the arguments from Theorem 4.20 and Theorem 4.25
shows that ṠΛ

n is a quasi-hereditary graded cellular algebra. �

By Proposition 4.28, there exist Weyl modules ∆̇λ and a simple modules L̇λ =
∆̇λ/ rad ∆̇λ for ṠΛ

n , for each λ ∈PΛ
n . As in (4.23), let {Ψν

t | (ν, t) ∈ Ṫ λ } be the

basis of ∆̇λ.
Set ΨΛ

n =
∑

µ∈PΛ
n

Ψµ and let Ψω be the identity map on Gω = RΛ
n . Then ΨΛ

n

is the identity element of SΛ
n and ΨΛ

n + Ψω is the identity element of ṠΛ
n . By

definition, ΨΛ
n and Ψω are both idempotents in ṠΛ

n and ΨΛ
n ṠΛ

nΨΛ
n
∼= SΛ

n . Therefore,
by (2.10), there are exact functors

Ḟωn : ṠΛ
n -Mod−→SΛ

n -Mod and Ġnω :SΛ
n -Mod−→ṠΛ

n -Mod
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given by Ḟωn(M) = MΨΛ
n and Ġnω(N) = N ⊗SΛ

n
ΨΛ
n ṠΛ

n . By section 2.4 we also have

functors Hω,Oω,O
ω : ṠΛ

n -Mod−→ṠΛ
n -Mod such that Hω(M) = M/Oω(M).

4.29. Lemma. The functors Ḟωn and Ġnω induce mutually inverse equivalences of

categories between ṠΛ
n -Mod and SΛ

n -Mod. Moreover,

Ḟωn(∆̇λ) ∼= ∆λ and Ḟωn(L̇λ) ∼= Lλ,

for all λ ∈PΛ
n .

Proof. Let M be an ṠΛ
n -module. Then, extending (4.26), M has a weight space

decomposition

M =
⊕

µ∈ṖΛ
n

Mµ, where Mµ = MΨµ.

Then, essentially by definition, Ḟωn(M) =
⊕

λ∈PΛ
n
Mλ. That is, Ḟωn removes the ω-

weight space of M . In particular, Ḟωn(∆̇µ) = ∆µ and Ḟωn(L̇µ) = Lµ, for all µ ∈PΛ
n .

The fact that Ḟωn(L̇µ) = Lµ for all µ ∈PΛ
n implies that Oω(M) = M , Oω(M) = 0,

for all M ∈ ṠΛ
n -Mod. Therefore, Hω is the identity functor and Ġnω

∼= Hω ◦ Ġnω.
Hence, the Lemma is an immediate consequence of Theorem 2.12. �

The identity map Ψω on RΛ
n = Gω is idempotent in ṠΛ

n and there is a graded

isomorphism of Z-algebras ΨωṠΛ
nΨω ∼= RΛ

n . Therefore, by (2.10), there are functors

(4.30) ḞΛ
n : ṠΛ

n -Mod−→RΛ
n -Mod and ĠΛ

n :RΛ
n -Mod−→ṠΛ

n -Mod

given by ḞΛ
n(M) = MΨω = Mω and ĠΛ

n(N) = N ⊗RΛ
n

ΨωṠΛ
n .

4.31. Proposition. Suppose that Z = K is a field. Then there is an exact functor
FΛ
n :SΛ

n -Mod−→RΛ
n -Mod given by

FΛ
n(M) = (M ⊗SΛ

n
ΨΛ
n ṠΛ

n )Ψω, for M ∈ SΛ
n -Mod,

such that if λ,µ ∈PΛ
n then FΛ

n(∆λ) ∼= Sλ and

FΛ
n(Lµ) ∼=

{
Dµ, if µ ∈ KΛ

n ,

0, if µ /∈ KΛ
n .

Proof. By definition, FΛ
n = ḞΛ

n ◦ Ġnω, so FΛ
n is an exact functor from SΛ

n -Mod to

RΛ
n -Mod. The functor ḞΛ

n is nothing more than projection onto the ω-weight space.

Hence, if λ ∈PΛ
n then ḞΛ

n(∆̇λ) is spanned by the maps {Ψω
t | t ∈ Std(λ) }, since

Stdω(λ) = Std(λ). The map Φωt 7→ ψt, for t ∈ Std(λ), shows that ḞΛ
n(∆̇λ) ∼= Sλ.

Hence, FΛ
n(∆λ) ∼= Sλ by Lemma 4.29. By Theorem 2.12, FΛ

n(Lµ) is an irreducible
RΛ
n -module whenever it is non-zero. A straightforward argument by induction on

the dominance ordering using FΛ
n(∆λ) ∼= Sλ, Corollary 2.7 and Corollary 3.22 now

shows that FΛ
n(Lµ) ∼= Dµ if µ ∈ KΛ

n and that FΛ
n(Lµ) = 0 otherwise. �

Since FΛ
n is an exact functor, we obtain the promised relationship between the

graded decomposition numbers of SΛ
n and RΛ

n .

4.32. Corollary. Suppose that Z = K is a field and that λ ∈ PΛ
n and µ ∈ KΛ

n .
Then [Sλ : Dµ]q = [∆λ : Lµ]q.

The graded decomposition multiplicities [∆λ : Lµ]q are one of the main objects
of interest in this paper so we give them a special name.

4.33. Definition. Suppose that λ,µ ∈PΛ
n . Set

dλµ(q) = [∆λ : Lµ]q =
∑
d∈Z

[∆λ : Lµ〈d〉] qd.
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Let DSΛ
n

(q) = (dλµ(q))λ,µ∈PΛ
n

and DRΛ
n

(q) = (dλµ(q))λ∈PΛ
n ,µ∈KΛ

n
be the graded

decomposition matrix of SΛ
n and RΛ

n , respectively.

By Corollary 4.32, DRΛ
n

(q) can be considered as a submatrix of DSΛ
n

(q). For
future use we note the following important property of these (Laurent) polynomials.
This is a special case of Corollary 2.7.

4.34. Corollary. Suppose that λ,µ ∈PΛ
n . Then dµµ(q) = 1 and dλµ(q) 6= 0 only

if λ D µ and λ,µ ∈PΛ
β for some β ∈ Q+

n .

4.4. Blocks of quiver Schur algebras. We now give the block decomposition of
the graded Schur algebra SΛ

n . The key observation is the following double centralizer
result.

4.35. Lemma (A double centralizer property). There are canonical isomorphisms
of graded algebras such that

ṠΛ
n
∼= EndRΛ

n
(ĠΛ

n) and RΛ
n
∼= EndṠΛ

n
(ĠΛ

n).

Proof. The first isomorphism is the definition of ṠΛ
n whereas the second follows

directly from the definition of ṠΛ
n because

RΛ
n
∼= HomRΛ

n
(RΛ

n ,RΛ
n) ∼= ΨωṠΛ

nΨω ∼= EndṠΛ
n

(ΨωṠΛ
n ),

and ΨωṠΛ
n
∼= ĠΛ

n as right ṠΛ
n -modules. �

In order to describe the block decomposition of SΛ
n we set GΛ

β =
⊕

µ∈PΛ
β
Gµ

and define SΛ
β = EndRΛ

n
(GΛ

β ) if β ∈ Q+
n . Equivalently, SΛ

β = ΨβSΛ
nΨβ , where

Ψβ =
∑

µ∈PΛ
β

Ψµ.

The subalgebras SΛ
β of SΛ

n are the blocks of SΛ
n . More precisely, we have the

following.

4.36. Theorem. Suppose that Z = K is a field. Then

SΛ
n =

⊕
β∈Q+

n

SΛ
β ,

is the block decomposition of SΛ
n into a direct sum of indecomposable two-sided

ideals. Moreover, if β ∈ Q+
n then the cellular basis of SΛ

n in Theorem 4.20 restricts
to give a graded cellular basis of SΛ

β . In particular, SΛ
β is a quasi-hereditary graded

cellular algebra, for each β ∈ Q+
n .

Proof. First observe that if λ ∈ PΛ
α and µ ∈ PΛ

β , for α 6= β ∈ Q+, then all

of the composition factors of Gλ and Gµ belong to different blocks by 3.18 and
Corollary 4.12. Therefore, HomRΛ

n
(Gλ, Gµ) = 0 so that, as Z-modules,

SΛ
n = EndRΛ

n
(GΛ

n) =
⊕

α,β∈Q+
n

HomRΛ
n

(GΛ
α, G

Λ
β )

=
⊕
β∈Q+

n

EndRΛ
β

(GΛ
β ) =

⊕
β∈Q+

n

SΛ
β .

It follows that the cellular basis of Theorem 4.20 restricts to give cellular bases for
the algebras SΛ

β , for β ∈ Q+
n . Therefore, SΛ

β is a quasi-hereditary graded cellular

algebra for each β ∈ Q+
n .

It remains to show that each of the algebras SΛ
β is indecomposable. By the

double centralizer property, Lemma 4.35, the algebras RΛ
n and ṠΛ

n have the same

number of blocks and SΛ
n and ṠΛ

n have the same number of indecomposable two-
sided ideals by Lemma 4.29. By (3.18) the blocks of RΛ

n are indexed by Q+
n . As
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the elements of Q+
n also index the subalgebras SΛ

β , the non-zero algebras SΛ
β must

be indecomposable giving the result. �

For each β ∈ Q+
n define FΛ

β (M) = FΛ
n(MΨβ), for an SΛ

n -module M . Tracing
through the constructions of section 2.4 we obtain the following.

4.37. Corollary. Suppose that β ∈ Q+
n . Then FΛ

n restricts to give an exact functor

FΛ
β :SΛ

β -Mod−→RΛ
β -Mod .

Moreover, there is a decomposition of functors FΛ
n
∼=
⊕

β∈Q+
n
FΛ
β .

4.38. Corollary. Suppose that β ∈ Q+
n . Then SΛ

β is a quasi-hereditary cover of RΛ
β

in the sense of Rouquier [41, Definition 4.34].

Proof. This follows because, by definition, FΛ
β is the composition of ḞΛ

n with an

equivalence of categories and ḞΛ
n is fully faithful on projectives by Lemma 2.11. �

4.5. Sign-dual quiver Schur algebras. Suppose that β ∈ Q+
n and recall the sign

isomorphism sgn :RΛ
β −→RΛ′

β′ from (3.24). Consider the RΛ′

β′ -module

Gβ
′

Λ′ =
⊕

µ∈PΛ
β

Gµ′ .

The sign-dual quiver Schur algebra of type (Γe,Λ
′)β′ is the algebra

Sβ
′

Λ′ = Sβ
′

Λ′ (Γe) = EndRΛ′
β′

(Gβ
′

Λ′).

By (3.24) and Lemma 4.3 we have

Sβ
′

Λ′ = EndRΛ′
β′

( ⊕
µ∈PΛ

β

Gµ′
) ∼= EndRΛ

β

( ⊕
µ∈PΛ

β

Gµ
)

= SΛ
β .

That is, Sβ
′

Λ′
∼= SΛ

β as graded algebras. For λ′ ∈PΛ
β let

Tλ = { (ν, t) | (ν′, t′) ∈ T λ′ } = { (ν, t) | t ∈ Stdν(λ) for ν ∈PΛ′

β′ } .

Chasing the isomorphism Sβ
′

Λ′
∼= SΛ

β through Theorem 4.20, using Proposition 3.26,

shows that Sβ
′

Λ′ is a graded cellular algebra with weight poset (PΛ′

β′ ,E) and basis

{Ψst
µν | (µ, s), (ν, t) ∈ Tλ for λ ∈PΛ′

β′ } ,

where Ψst
µν is the RΛ′

β′ -endomorphism of Gβ
′

Λ′ given by

Ψst
µν(eρyρh) = δρνψ

′
sth,

for (µ, s) and (ν, t) as above and ρ ∈ PΛ′

β′ . Alternatively, this can be proved by
applying sgn to Theorem 4.25.

If λ ∈PΛ′

β′ let ∆λ be the corresponding Weyl module of Sβ
′

Λ′ determined by this

basis and let Lλ = ∆λ/ rad ∆λ be its simple head.

Following the development of section 4.2 it is easy to show that Sβ
′

Λ′ is a quasi-

hereditary graded cellular algebra with weight poset (PΛ′

β′ ,E). Alternatively, this
can be proved by applying sgn to Theorem 4.25. Applying sgn to the graded Weyl

modules and graded simple modules for Sβ
′

Λ′ -modules we deduce the following result
which should be compared with Corollary 3.27.
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4.39. Theorem. Suppose that β ∈ Q+
n . The sign isomorphism sgn :RΛ

β −→RΛ′

β′ in-
duces a canonical degree persevering, poset reversing, isomorphism of quasi-hereditary

graded cellular algebras sgn :SΛ
β −→S

β′

Λ′ . Moreover, we have isomorphisms

∆µ ∼= ∆
sgn
µ′ and Lµ ∼= L

sgn
µ′

of SΛ
β -modules, for µ ∈PΛ

β . Consequently,

[∆λ : Lµ]q = [∆λ′ : Lµ′ ]q,

for all µ,λ ∈PΛ
β .

5. Tilting modules

In this chapter we introduce the tilting modules for SΛ
n , and the closely related

Young modules for RΛ
n , which play an important role in the following chapters.

Throughout this chapter we maintain our standing assumption 4.1.

5.1. Young modules. In this section we show that there exists a family of in-
decomposable RΛ

n -modules indexed by PΛ
n and that Gµ is a direct sum of these

modules, for each µ ∈PΛ
n .

Fix β ∈ Q+
n and recall from (4.26) that every SΛ

β -module has a weight space

decomposition. Analogously, as a right SΛ
β -module, the regular representation of SΛ

β

has a decomposition into a direct sum of left weight spaces:

(5.1) SΛ
β =

⊕
µ∈PΛ

β

Zµ, where Zµ = ΨµSΛ
β for µ ∈PΛ

β .

Since Ψµ is an idempotent in SΛ
β , each weight space Zµ is a projective SΛ

β -module.

Let Pµ be the projective cover of Lµ (in the category of graded SΛ
β -modules).

By the theory of (graded) cellular algebras, Pµ has a filtration by Weyl modules
such that ∆λ appears with graded multiplicity [∆λ : Lµ]q. On the other hand, Zµ

has basis {Ψµν
st | (µ, s), (ν, t) ∈ T λ and λ ∈PΛ

β }.
Write Stdµ(PΛ

β ) = {s1, . . . , sz}, ordered so that a > b whenever λa B λb, where

λc = Shape(sc). In particular, s1 = tµ. If a ≥ 1 let Ma be the Z-submodule
of Zµ spanned by the elements {Ψµν

sbt
| t ∈ Stdν(λb) for ν ∈PΛ

β and b ≥ a }. By

Theorem 4.20, and Definition 2.4(GC2),

(5.2) Zµ = M1 ⊃M2 ⊃ · · · ⊃Mz ⊃ 0

is an SΛ
β -module filtration of Zµ with Ma/Ma+1

∼= ∆λa〈deg sa − deg tµ〉, for 1 ≤
a ≤ z. Thus, in the notation of section 2.1, Zµ has a ∆-filtration in which ∆λ

appears with graded multiplicity

(5.3) [Zµ : ∆λ]q :=
∑

s∈Stdµ(λ)

qdeg s−deg tµ .

Since SΛ
β is quasi-hereditary [Zµ : ∆λ]q is independent of the choice of ∆-filtration.

By the last paragraph [Zµ : ∆µ]q = 1 and there is a surjection Zµ � ∆µ.
Moreover, ∆λ appears in Zµ only if λ D µ. Therefore, since Zµ is projective, it
follows that

(5.4) Zµ = Pµ ⊕
⊕
λDµ

pλµ(q)Pλ,

for some Laurent polynomials pλµ(q) ∈ N[q, q−1].

5.5. Definition. Suppose that µ ∈ PΛ
β . The graded Young modules are the

RΛ
β -modules Y µ = FΛ

β (Pµ) and Yµ = (Y µ′)sgn, where Y µ′ is a Young module

for Sβ
′

Λ′ .
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The next result gives some justification for this terminology. In Lemma 6.11
below we will show that the graded Young modules are graded lifts of the Young
modules for HΛ

n introduced in [36].

5.6. Proposition. Suppose that β ∈ Q+
n and that λ,µ ∈PΛ

β . Then:

a) Y µ and Yµ are indecomposable RΛ
β -modules.

b) If d ∈ Z then Y µ ∼= Y ν〈d〉 if and only if λ = µ and d = 0. Similarly,
Yµ ∼= Yλ〈d〉 if and only if λ = µ and d = 0.

c) Gµ ∼= Y µ ⊕
⊕

λDµ pλµ(q)Y λ and Gµ
∼= Yµ ⊕

⊕
λEµ pλ′µ′(q)Yλ.

d) Y µ has a graded Specht filtration in which Sλ appears with graded multiplicity

(Y µ : Sλ)q = [∆λ : Lµ]q

and Yµ has a dual graded Specht filtration in which Sλ appears with graded
multiplicity

(Yµ : Sλ)q = [∆λ : Lµ]q.

e) if µ ∈ KΛ
β then Y µ is the projective cover of Dµ.

Proof. By Corollary 4.38, the functor FΛ
β is fully faithful on projective modules, so

EndRΛ
β

(Y µ) ∼= EndSΛ
β

(Pµ) is a local ring since Pµ is indecomposable. Hence, Y µ

and Yµ are indecomposableRΛ
β -modules. Moreover, the fact that FΛ

β is fully faithful

on projectives also implies (b) since the Pµ〈d〉 are pairwise non-isomorphic.
Applying the Schur functor from Proposition 4.31,

FΛ
β (Zµ) = ΨµṠΛ

β Ψω ∼= HomRΛ
β
(RΛ

β , G
µ) ∼= Gµ.

Hence, part (c) follows from (5.4).
Now consider (d). If µ ∈PΛ

β then Lµ 6= 0 by Theorem 4.25. Therefore,

[Pµ : ∆λ]q = [∆λ : Lµ]q

by Corollary 2.8, for λ ∈ PΛ
β . In particular, the multiplicity [Pµ : ∆λ]q depends

only on λ and µ. Since FΛ
β is exact, and using Corollary 3.27,

(Yµ : Sλ)q = (Y µ′ : Sλ′)q = [∆λ′ : Lµ′ ]q = [∆λ : Lµ]q,

where the last equality comes from Theorem 4.39. Hence, (d) holds. Note that
we are not claiming that the graded Specht filtration multiplicities for Y µ are
independent of the choice of filtration.

Finally, part (e) follows by the exactness of FΛ
β and Proposition 4.31 because Pµ

is the projective cover of Lµ. �

5.7. Remark. The Laurent polynomials pλ′µ′(q) and [∆λ : Lµ]q in parts (c) of

Proposition 5.6 must be computed using the algebra Sβ
′

Λ′ .

Using Theorem 4.15 to argue by induction on the dominance ordering we obtain
the following.

5.8. Corollary. Suppose that µ ∈PΛ
β , for β ∈ Q+

n . Then, as RΛ
β -modules

(Y µ)~ ∼= Y µ〈−2 def β〉 and (Yµ)~ ∼= Yµ〈−2 def β〉.
Proof. If µ is maximal in PΛ

β then Y µ = Gµ so in this case the result is a special
case of Theorem 4.15. If µ is not maximal then the result follows by induction on
dominance using Proposition 5.6(b) and Theorem 4.15. �

Finally, we note that because Pµ is the projective cover of Lµ, and because FΛ
β

is an exact functor, that we have the following.

5.9. Corollary. Suppose that µ ∈ KΛ
β , for β ∈ Q+

n . Then Y µ is the projective cover
of Dµ.
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5.2. Tilting modules. By Theorem 4.25, SΛ
β is a quasi-hereditary algebra. An

SΛ
β -module T is a (graded) tilting module if it has both a filtration by shifted

Weyl modules ∆λ〈k〉, for λ ∈PΛ
β and k ∈ Z, and a filtration by the contragredient

duals of shifted Weyl modules.
On forgetting the grading, Theorem 4.25 says that the ungraded algebra SΛ

n is
quasi-hereditary. Therefore, by a famous theorem of Ringel [39], for each λ ∈PΛ

β

there exists a unique SΛ
n -module Tλ such that

a) Tλ is indecomposable.

b) Tλ has both a ∆-filtration and a ∇-filtration.

c) [Tλ : ∆λ] = 1 and [Tλ : ∆µ] 6= 0 only if λ ≥ µ.

Ringel’s construction (see the proof of [39, Lemma 3]), extends to the graded case to

show that every tilting module for SΛ
n has a graded lift. Since Tµ is indecomposable

it follows that there is a unique graded lift Tµ of Tµ for which has a degree zero
homomorphism ∆µ ↪→ Tµ. The aim of this section is to show that Tµ ∼= (Tµ)~ is
graded self-dual. To prove this we need another description of these modules.

Fix µ ∈PΛ
β and let θµ ∈ HomRΛ

β
(RΛ

β , Gµ) be the map in ṠΛ
n given by

θµ(h) = ψ′tµtµh, for all h ∈ RΛ
β .

We define analogues of the exterior powers for SΛ
β using the functor Ḟωn from (4.30).

5.10. Definition. Suppose that µ ∈PΛ
β . Define Eµ = Ḟωn(θµṠΛ

n )〈− def β〉.

Observe that Eµ is a right SΛ
β -module under composition of maps because, by

definition, Eµ is the set of maps from GΛ
n to Gµ which factor through θµ:

GΛ
n RΛ

β

Gµ

∃θ′

θ
θµ

This is similar to the description of the Weyl module ∆µ given in Remark 4.27.
Our first aim is to give a basis for Eµ. Notice that if λ ∈ PΛ

β , s ∈ Stdµ(λ)

and t ∈ Stdν(λ) then ψ′tµtµψst ∈ Gµ ∩ (Gν)? by Corollary 4.13. Therefore, we can

define θµν
st ∈ HomRΛ

β
(Gν , Gµ) by

θµν
st (eνyνh) = ψ′tµtµψsth,

for all h ∈ RΛ
β .

5.11. Theorem. Suppose that µ ∈PΛ
β , for β ∈ Q+

n . Then

{ θµν
st | (µ, s) ∈ Tλ and (ν, t) ∈ T λ for some λ ∈PΛ

β }

is a basis of Eµ. Moreover, considered as an element of Eµ,

deg θµν
st = deg s− deg tµ + deg t− deg tν .

Proof. Let Ėµ = θµṠΛ
n . Then Ėµ is a right ṠΛ

n -module under composition of maps

and Eµ = Ḟωn(Ėµ). By Proposition 4.28, Ėµ is spanned by the maps θµΨµν
st , for

µ,ν ∈ ṖΛ
n , s ∈ Stdµ(λ), t ∈ Stdν(λ), and λ ∈PΛ

β . By definition, we have that

θµΨµν
st (eνyνh) = δµωψ

′
tµtµψsth.
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Therefore, applying Lemma 3.15, θµΨµν
st is non-zero only if µ = ω, res(s) = res(tµ)

and tµ D s. Moreover, in this case, θµΨµν
st = θµν

st . Therefore, the elements

{ θµν
st | s ∈ Stdµ(λ) and t ∈ Stdν(λ) for some ν ∈ ṖΛ

n and λ ∈PΛ
β }

span Ėµ. On the other hand, these elements are linearly independent because
{θµν

st (eνyν)} is a linearly independent subset of Gµ by Corollary 4.13(a). Hence,

we have found a basis for Ėµ. Applying the functor Ḟωn kills the ω-weight space

of Ėµ. So Ḟωn maps the basis we have found for Eµ to the elements in the statement
of the Theorem.

Finally, if (µ, s), (ν, t) ∈ T λ, for λ ∈ PΛ
β , it remains to compute deg θµν

st

when θµν
st is considered as an element of Eµ. Recalling the degree shifts in the

definition of the three modules Gν , Gµ and Eµ, we find that

deg θµν
st = codeg tµ + deg s + deg t− deg tν − def β.

Applying Lemma 3.10 this is equal to the expression in the statement of the theo-
rem. �

Let Stdµ(PΛ
β ) = {s1, . . . , sy} ordered so that a > b whenever λa B λb, where

we set λc = Shape(sc) for 1 ≤ c ≤ y. (Thus, sy = tµ.) The proof of Theorem 5.11
shows that θµν

st = θµΨων
st , so arguing as in (5.2) we obtain the following.

5.12. Corollary. Suppose that µ ∈PΛ
β . Then Eµ has a ∆-filtration

Eµ = E1 > E2 > · · · > Ey > 0,

such that Er/Er+1
∼= ∆λr 〈deg sr − deg tµ〉, where νr = Shape(sr), for 1 ≤ r ≤ y.

In particular, ∆µ is a submodule of Eµ, [Eµ : ∆µ]q = 1 and [Eµ : ∆λ]q 6= 0 only
if λ D µ.

We now give a second basis of Eµ and use it show that Eµ is a tilting module.
Suppose that u ∈ Stdµ(ν) and v ∈ Stdλ(ν), for λ,ν ∈ PΛ

β . Then ψ′uvψtλtλ ∈
Gµ ∩ (Gλ)? by Corollary 4.12. Therefore, we can define θuvµλ ∈ HomRΛ

β
(Gλ, Gµ) by

θuvµλ(eλyλh) = ψ′uvψtλtλh,

for h ∈ RΛ
β .

5.13. Lemma. Suppose that Z = K is a field and that µ ∈PΛ
β . Then

{ θuvµν | (µ, u) ∈ Tλ, (ν, v) ∈ T λ for some λ ∈PΛ
β }

is a basis of Eµ. Moreover, considered as an element of Eµ,

deg θuvµν = codeg u− codeg tµ + codeg v− deg tν .

Proof. We first show that θuvµν ∈ Eµ whenever u ∈ Stdµ(λ) and v ∈ Stdν(λ), for

some λ ∈PΛ
β . By Theorem 4.10, ψ′uv = ψ′tµtµx, for some x ∈ RΛ

β . Therefore,

θuvµν(eνyνh) = ψ′uvψtν tνh = ψ′tµtµxψtν tνh = θµ(xψtν tνh).

That is, θuvµν factors through θµ so that θuvµν ∈ Eµ as claimed. The elements in the
statement of the theorem are linearly independent because {θuvµν(eνyν)} is a linearly
independent subset of Gµ by applying ? to Theorem 4.13(a). Therefore, since we
are working over a field, we see that we have a basis by counting dimensions using
Theorem 5.11.

Finally, the degree of θuvµν is easy to compute using Lemma 3.10 as in the last
paragraph of the proof of Theorem 5.11. �
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Notice that unlike Theorem 5.11, the basis of Lemma 5.13 does not obviously
yield a ∆-filtration of Eµ because it is not clear how to write the basis elements
θuvµν(eνyν) in terms of the cellular basis of SΛ

β . By appealing to Theorem 4.39 it
is possible to construct a ∇-filtration of Eµ using the basis of Lemma 5.13. The
existence of a ∇-filtration is also implied by the next result.

5.14. Theorem. Suppose that Z = K is a field and that µ ∈ PΛ
β , for β ∈ Q+

n .

Then Eµ ∼= (Eµ)~.

Proof. Using the two bases of Eµ given by Theorem 5.11 and Lemma 5.13, define
< , >µ :Eµ × Eµ−→K to be the unique bilinear map such that

<θµν
st , θ

uv
µτ>µ = τβ(ψstψ

′
vu),

for (µ, s) ∈ Tλ, (ν, t) ∈ T λ, (µ, u) ∈ Tρ and (τ , v) ∈ T ρ for some λ,ρ ∈ PΛ
β . By

Theorem 3.20, <θµν
st , θ

st
µτ>µ 6= 0 and <θµν

st , θ
uv
µτ>µ 6= 0 only if (u, v) I (s, t) and

deg(ψstψ
′
vu) = 2 def β. Therefore, < , >µ is a non-degenerate bilinear form.

We claim that the bilinear form < , >µ is homogeneous. To see this suppose that

<θµλ
st , θ

uv
µτ>µ 6= 0, for basis elements as above. Then deg(ψstψ

′
vu) = 2 def β since τβ

is homogeneous of degree −2 def β. Using the degree formulae in Theorem 5.11 and

Lemma 5.13, together with Lemma 3.10, this implies that deg θµλ
st + deg θuvµτ = 0.

Hence, < , >µ is a homogeneous bilinear form of degree zero.
To complete the proof it is enough to show that the form < , >µ is associative

because then the map which sends θµλ
st to the function x 7→ <θµλ

st , x>µ is an SΛ
β -

module homomorphism. This can be proved by essentially repeating the argument
from the proof of Theorem 4.15. �

5.15. Corollary. Suppose that Z = K is a field and that µ ∈ PΛ
β . Then Eµ is a

tilting module. Moreover,

Eµ = Tµ ⊕
⊕
λBµ

tλµ(q)Tλ,

for some Laurent polynomials tλµ(q) ∈ N[q, q−1] such that tλµ(q) = tλµ(q−1).

Proof. By Corollary 5.12 Eµ has a ∆-filtration. Therefore, since Eµ ∼= (Eµ)~

it also as a ∇-filtration. Hence, Eµ is a tilting module so that Eµ has a unique
decomposition into a direct sum of tilting modules. By Corollary 5.12 Tλ is a
summand of Eµ only if λ D µ and, moreover, Tµ appears with multiplicity one.
Therefore, Eµ = Tµ ⊕

⊕
λBµ tµλ(q)Tλ for some polynomials tλµ(q) ∈ N[q, q−1].

Finally, tλµ(q) = tλµ(q−1) since Eµ is (graded) self-dual and because Tλ ∼= T ν〈d〉
only if λ = ν and d = 0. �

Arguing by induction on dominance we obtain the main result of this section.

5.16. Corollary. Suppose that µ ∈PΛ
β . Then (Tµ)~ ∼= Tµ.

5.3. Twisted tilting modules. This section introduces the twisted tilting mod-
ules of SΛ

β which will later play the role of the canonical bases in the Fock space.
We start by discussing Ringel duality in the graded setting.

A full tilting module for SΛ
β is a tilting module which contains every indecom-

posable tilting module, up to shift, as a direct summand. Hence,

EΛ
β =

⊕
µ∈PΛ

β

Eµ

is a full tilting module for SΛ
β . Define the Ringel dual of SΛ

β to be the graded

algebra EndSΛ
β

(EΛ
β ). (Strictly speaking, this is a Ringel dual of SΛ

β .)

Recall the graded Schur functor FΛ
β :SΛ

β -Mod−→RΛ
β -Mod from Proposition 4.31.
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5.17. Lemma. Suppose that µ ∈ PΛ
β . Then FΛ

β (Eµ) ∼= Gµ〈− def β〉 as an RΛ
β -

module.

Proof. By Proposition 4.31 and Lemma 4.29 , and Definition 5.10,

FΛ
β (Eµ) = FΛ

n

(
Ḟωn(θµṠΛ

n )〈−def β〉
)

= ḞΛ
n(θµṠΛ

n 〈−def β〉) = θµṠΛ
nΨω〈− def β〉

∼= HomRΛ
n

(RΛ
n , Gµ)〈−def β〉 ∼= Gµ〈− def β〉,

as required. �

5.18. Corollary. Suppose that µ ∈ PΛ
β . Then FΛ

β (Tµ) ∼= Yµ〈−def β〉 as an RΛ
β -

module.

Proof. If µ is maximal with respect to dominance in PΛ
β then Eµ = Tµ by Corol-

lary 5.15 and Gµ = Yµ by Proposition 5.6(b), so the result is just Lemma 5.17 in
this case. If µ is not maximal in PΛ

β the result follows by downwards induction on

the dominance order using Lemma 5.17, Corollary 5.15 and Proposition 5.6(b). �

If A is an algebra let Aop be the opposite algebra which is obtained by reversing
the order of multiplication.

5.19. Theorem. Suppose that β ∈ Q+
n . Then the Ringel dual of SΛ

β is isomorphic

to (SβΛ)op. In particular, EndSΛ
β

(EΛ
β ) is a quasi-hereditary graded cellular algebra.

Proof. There is an injection HomRΛ
β

(Gµ, Gν) ↪→ HomSΛ
β

(Eµ, Eν) given by compo-

sition of maps, for µ,ν ∈PΛ
β . By Lemma 5.17 this map is surjective. Therefore, the

Ringel dual of SΛ
β is isomorphic, as a graded algebra, to EndSΛ

β
(GβΛ)op = (SβΛ)op. �

By Theorems 4.39, SβΛ ∼= SΛ′

β′ as graded algebras. Note, however, that this is not
an isomorphism of quasi-hereditary algebras because the isomorphism reverses the
partial ordering on the standard and irreducible modules of these algebras.

By standard arguments (see, for example, [19, Lemma A4.6]), we have:

5.20. Corollary. Suppose that λ,µ ∈PΛ
β , for β ∈ Q+

n . Then

[Tλ : ∇µ]q = [∆µ : Lλ]q,

where [∆µ : Lλ]q is a graded decomposition number for the sign-dual quiver Schur

algebra SβΛ.

Even though we have been working with the tilting modules Tµ throughout this
chapter, it is actually the twisted tilting modules that we will need later. In analogy
with Theorem 4.39 we make the following definition.

5.21. Definition. Suppose that λ ∈PΛ
β and let T β

′

λ′ be the self-dual tilting module

for the sign dual quiver Schur algebra Sβ
′

Λ′ . The twisted tilting module is the

SΛ
β -module Tλ = (T β

′

λ′ )
sgn.

By Theorem 5.19, T β
′

λ′ is the tilting module of the Ringel dual of SΛ′

β′ .

5.22. Proposition. Suppose that β ∈ Q+
n and λ ∈PΛ

β , for β ∈ Q+
n . Then Tλ ∼= T~

λ

is a self-dual tilting module and [Tλ : ∆µ]q = [∆µ′ : Lλ′ ]q, for all µ ∈PΛ
β .

Proof. Using the definitions it is straightforward to check that there is an isomor-

phism of functors sgn ◦~ ∼= ~ ◦ sgn from Sβ
′

Λ′ -Mod to SΛ
β -Mod. Therefore,

(Tλ)~ ∼= (T β
′

λ′ )
sgn◦~ ∼= (T β

′

λ′ )
~◦sgn ∼= (T β

′

λ′ )
sgn = Tλ,
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by Corollary 5.16. For the second statement, using Theorem 4.39, if λ,µ ∈ PΛ
β

then

[Tλ : ∇µ]q = [T β
′

λ′ : ∇µ′ ]q = [∆µ′ : Lλ′ ]q,

where the last equality uses the analogue of Corollary 5.20 for Sβ
′

Λ′ . Taking duals,

[Tλ : ∆µ]q = [T~
λ : ∇µ]q = [∆µ′ : Lλ′ ]q as required. �

5.23. Remark. The uniqueness of self-dual tilting modules implies that there is an
involution ↓ on the set of multipartitions such that Tλ ∼= Tλ↓, for all λ ∈ PΛ

β .

If λ ∈ KΛ
β then it follows from [12, Theorem 2.7] that λ↓ is given by the inverse

rectification map of [12, (2.33)].

6. Cyclotomic Schur algebras

We are now ready to connect the quiver Schur algebras with the (ungraded)
cyclotomic Hecke algebras introduced in [17] and [9, Theorem C].

6.1. Cyclotomic permutation modules. Throughout this section we work with
the ungraded Hecke algebra HΛ

n . Consequently, as in Theorem 3.7, we assume that
Z = K is a suitable field. If w ∈ Sn define Tw = Ti1 . . . Tik , where w = si1 . . . sik
is a reduced expression for w. Unlike the element ψw ∈ RΛ

n , Tw is independent of
the choice of reduced expression for w.

Suppose that µ ∈ PΛ
n . Recall that if 1 ≤ k ≤ n and t = (t(1), . . . , t(`)) is a

tableau then compt(k) = s if k appears in t(s). Define mµ = uµxµ where

uµ =

n∏
k=1

∏̀
s=comp

tλ
(k)+1

(Lk − ξ(κs)) and xµ =
∑
w∈Sµ

Tw,

where ξ(k) is as defined in (3.5). These definitions reduce to [17, Definition 3.5]
when ξ 6= 1 and to [9, (6.12)–(6.13)] when ξ = 1.

6.1. Definition ( [9, 17]). Suppose that µ ∈PΛ
n and define Mµ = mµHΛ

n .

We write Mµ rather than Mµ to emphasize that Mµ is not (naturally) Z-graded.
We will not define a graded lift of Mµ, instead, the aim of this section is to show
that Gµ is a direct summand of Mµ.

Remind the reader of our standing assumption that e = 0 or e ≥ n. This
assumption is crucial for the next two results – and consequently for all of the
results in this section.

6.2. Lemma. Suppose that λ ∈PΛ
n and 1 6= w ∈ Sλ. Then eλψwe

λ = 0.

Proof. By Definition 3.2, ψwe
λ = e(j)ψw where j = w · iλ. Now, the assumption

that e = 0 or e ≥ n implies that all of the nodes in row a of λ(l) have pairwise

distinct residues whenever λ
(l)
a 6= 0, for a ≥ 0 and 1 ≤ l ≤ `. Consequently, j 6= iλ

since 1 6= w ∈ Sλ. Therefore, eλψwe
λ = eλe(j)ψw = 0. �

6.3. Lemma. Suppose that λ ∈ PΛ
n . Then eλuλ = gλ(y)eλyλ, where gλ(y) is an

invertible element of K[y1, . . . , yn].

Proof. We prove the Lemma only when ξ 6= 1 and leave the case when ξ = 1,
which is similar, to the reader. Write iλ = (i1, . . . , in) and let dλ1 , . . . , d

λ
n be as

defined in Definition 3.11, so that dλr = { comptλ(r) < t ≤ ` | ir ≡ κt (mod e) },
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for 1 ≤ r ≤ n. Then, using (3.8),

eλuλ =

n∏
r=1

∏̀
t=comp

tλ
(r)+1

eλ(Lr − ξκt)

=

n∏
r=1

∏̀
t=comp

tλ
(r)+1

eλ(ξir − ξκt − ξiryr)

=

n∏
r=1

(−ξir )d
λ
r y

dλr
r

∏
comp

tλ
(r)<t≤`

ir 6≡κt (mod e)

eλ(ξir − ξκt − ξiryr)

= eλyλ ·
n∏
r=1

(−ξir )d
λ
r

∏
comp

tλ
(r)<t≤`

ir 6≡κt (mod e)

(ξir − ξκt − ξiryr).

The factor to the right of eλyλ in the last equation is a polynomial in K[y1, . . . , yn]
with non-zero constant term. Since each yr is nilpotent (it has positive degree), it
follows that g(y) is invertible. All of the terms in the last equation commute, so
the lemma follows. �

6.4. Theorem. Suppose that e = 0 or e ≥ n and let λ ∈ PΛ
n . Then there exists

an invertible element fλ(y) ∈ K[y1, . . . , yn] such that

eλmλeλ = fλ(y)eλyλ.

Proof. By Lemma 6.3, there exists an invertible element gλ(y) ∈ K[y1, . . . , yn] such
that

eλmλeλ = eλuλxλeλ = gλ(y)yλ
∑
w∈Sλ

eλTwe
λ.

By (3.9), if w ∈ Sn and j ∈ In then Tre(j) = (ψrQr(j) − Pr(j))e(j) so the last
equation can be rewritten as

eλmλeλ = gλ(y)yλ
∑
w∈Sλ

rw(y)eλψwe
λ,

for some rw(y) ∈ K[y1, . . . , yn]. Applying Lemma 6.2, this sum collapses to give

eλmλeλ = gλ(y)eλyλr1(y) = fλ(y)eλyλ,

for some polynomial fλ(y) ∈ K[y1, . . . , yn]. It remains to show that fλ(y) is invert-
ible or, equivalently, that it has non-zero constant term. By [26, Corollary 3.11], if
1 ≤ r ≤ n and (s, t) ∈ Std2(PΛ

n ) then yrψst is a linear combination of terms ψuv,
where (u, v) I (s, t). Therefore, since eλyλ = ψtλtλ , there exist scalars buv ∈ K
such that

fλ(y)eλyλ = btλtλψtλtλ +
∑

(u,v)I(tλ,tλ)

u,v∈Stdλ(PΛ
n )

buvψuv,

where btλtλ = fλ(0) is the constant term of fλ(y). On the other hand, by [26,
Theorem 3.9] there exist scalars cuv ∈ K such that ctλtλ 6= 0 and

eλmλeλ = eλ
( ∑

u,v I tλ

cuvψuv

)
eλ = ctλtλψtλtλ +

∑
u,v6=tλ

u,v∈Stdλ(PΛ
n )

cuvψuv,

where the second equality follows from (3.13). Hence, fλ(0) = ctλtλ 6= 0 by Theo-
rem 3.14, and the proof is complete. �
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6.5. Remark. Using Theorem 6.4 it is possible to show that eλmλ = fλ(y)eλyλ + ε
where ε is a linear combination of homogeneous terms of degree strictly greater than
2 deg tλ = deg(eλyλ). To see this first show that eλmλ is a linear combination of
terms of the form eλmλe(j), where j ∈ Iλ = { i ∈ In | i = σ · iλ for some σ ∈ Sλ }.
The key observation is then that degψwe(j) > 0 whenever 1 6= w ∈ Sλ and j ∈ Iλ,
which can be proved by adapting the argument of Lemma 6.2. Consequently, eλyλ

is the homogeneous component of eλmλ of minimal degree. Examples show that
this does not always happen if we drop the assumption that e = 0 or e ≥ n.

6.6. Corollary. Suppose that λ ∈PΛ
n . Then

eλMλ = eλmλHΛ
n = eλmλeλHΛ

n = eλyλHΛ
n = Gλ.

Proof. By definition, eλMλ = eλmλHΛ
n and Gλ = eλyλHΛ

n so we only need
to check the two middle equalities. By Theorem 6.4 there exists an invertible
element fλ(y) such that eλmλeλ = fλ(y)eλyλ. Consequently, eλmλeλHΛ

n =
eλyλHΛ

n . To complete the proof it is enough to show that eλmλ ∈ eλyλHΛ
n . This

is immediate because eλmλ = eλuλxλ ∈ eλyλHΛ
n by Lemma 6.3. �

6.7. Definition. Suppose that λ ∈ PΛ
n . Let πλ :Mλ−→ eλMλ be the surjective

HΛ
n -module homomorphism given by πλ(h) = eλh, for h ∈Mλ.

6.8. Proposition. Suppose that λ ∈ PΛ
n . Then the epimorphism πλ splits. That

is, πλ has a right inverse φλ and Mλ ∼= eλMλ ⊕Kerπλ.

Proof. By Theorem 6.4, eλmλeλ = fλ(y)eλyλ where is an invertible element ofHΛ
n .

Define φλ to be the map

φλ : eλMλ−→Mλ; eλyλh 7→ mλeλfλ(y)−1h,

for h ∈ HΛ
n . To prove that φλ is well-defined suppose that eλyλh = 0 for some

h ∈ HΛ
n . By Corollary 6.6, there exists hλ ∈ HΛ

n such that eλmλ = eλyλhλ.
Let ∗ be the non-homogeneous anti-isomorphism of HΛ

n which fixes each of the
non-homogeneous generators Tr and Ls, for 1 ≤ r < n and 1 ≤ s ≤ n.. Then
(eλyλhλ)∗ = (hλ)∗eλyλ because eλ and yλ are polynomials in L1, · · · , Ln by [25,
Proposition 4.8] and Theorem 3.7, respectively. Therefore,

mλeλfλ(y)−1h = (eλyλhλ)∗fλ(y)−1h = (hλ)∗fλ(y)−1eλyλh = 0.

That is, φλ(eλyλh) = 0. Hence, φλ is a well-defined HΛ
n -module homomorphism.

Moreover, if h ∈ HΛ
n then

(πλ ◦ φλ)(eλyλh) = eλmλeλfλ(y)−1h = eλyλfλ(y)fλ(y)−1h = eλyλh.

That is, πλ ◦ φλ is the identity map on eλMλ. Hence, πλ splits as claimed. �

6.9. Corollary. Suppose that λ ∈ PΛ
n . Then φλ induces an HΛ

n -module isomor-
phism eλmλHΛ

n
∼= mλeλHΛ

n .

Proof. This follows directly from the proof of Proposition 6.8. In fact, we have that
φλ
(
eλmλHΛ

n

)
= mλeλHΛ

n . �

6.2. Cyclotomic Schur algebras. We are now ready to show that SΛ
n is Morita

equivalent to one of the cyclotomic Schur algebras introduced in [9, 17].

6.10. Definition ( [9, 17]). The cyclotomic Schur algebra is the algebra

SDJM
n = EndHΛ

n

( ⊕
µ∈PΛ

n

Mµ
)
.
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Again, we write SDJM
n to emphasize that SDJM

n is not Z-graded. Note that the

algebra SDJM
n depends implicitly on the dominant weight Λ.

By [17, Corollary 6.18], SDJM
n is a quasi-hereditary cellular algebra with Weyl

modules ∆λ
DJM and irreducible modules Lµ

DJM, for λ,µ ∈ PΛ
n . By [35, Theo-

rem 2.11] and [7] the blocks of SDJM
n are again labelled by Q+

n , however, the direct
summands of Mµ do not necessarily belong to the same block so it is difficult to
describe the blocks of SDJM

n explicitly; however, see [37, Theorem 4.5].
Recall the graded Young modules Y µ, for µ ∈PΛ

n , from Definition 5.5.

6.11. Lemma. Suppose that µ ∈PΛ
n . Then Mµ ∼= Y µ⊕

⊕
λBµ(Y λ)mλµ for some

integers mλµ ∈ N.

Proof. By [36, (3.5)] there is a family of (ungraded) indecomposable HΛ
n -modules

{ yµ | µ ∈PΛ
n } which are uniquely determined, up to isomorphism, by the prop-

erty that

(6.12) Mµ ∼= yµ ⊕
⊕
λBµ

(yλ)⊕mλµ

for some integers mλµ ∈ N. We show by induction on the dominance ordering that
Y ν ∼= yν , for all ν ∈PΛ

n .

First suppose that µ ∈PΛ
n is maximal in the dominance ordering. Then Mµ =

yµ by (6.12) and Gµ = Y µ by Proposition 5.6(c). Therefore, Y µ ∼= yµ since Gµ is
a summand of Mµ by Proposition 6.8.

Now suppose that µ is not maximal in the dominance ordering. Then Y µ is
isomorphic to a direct summand of Gµ by Proposition 5.6(c). Therefore, there
exists a multipartition λ D µ such that that Y µ ∼= yλ by Proposition 6.8 and (6.12).
By induction, if ν B µ then yν ∼= Y ν , so this forces λ = µ by Proposition 5.6(b).
That is, Y µ ∼= yµ as claimed. This completes the proof. �

6.13. Theorem. Suppose that Z is a field and that e = 0 or e ≥ n. Then there is
an equivalence of highest weight categories

EΛ
DJM : SΛ

n -Mod
∼−→ SDJM

n -Mod

such that EΛ
DJM(∆λ) ∼= ∆λ

DJM and EΛ
DJM(Lµ) ∼= Lµ

DJM, for all λ,µ ∈PΛ
n .

Proof. By Lemma 6.11, the algebra

EndHΛ
n

( ⊕
µ∈PΛ

n

Y µ
)

is the basic algebra of SΛ
n and it is also the basic algebra of SDJM

n . Hence the result
follows by the discussion in section 2.3. �

Using the combinatorics of the cellular bases of the algebras SDJM
n and SΛ

n it

is easy to see that over field dimSΛ
n ≤ dimSDJM

n and that this equality is strict

except for small n; see Remark 4.21. In particular, the algebras SΛ
n and SDJM

n are
not isomorphic in general.

6.14. Corollary. Suppose that Z is a field and that e = 0 or e ≥ n. Then, up to
Morita equivalence, SDJM

n depends only on e, Λ and the characteristic of Z.

In particular, if e = 0 or e ≥ n then the decomposition numbers of the degenerate
and non-degenerate cyclotomic Schur algebras depend only e, Λ and the character-
istic of the field. This generalizes [10, Corollary 6.3] which is the analogous result
for the cyclotomic Hecke algebras (without any restriction on e).

Using Lemma 6.11 it is not hard to show that the degenerate and non-degenerate
cyclotomic Schur algebras are isomorphic over any field when e = 0. Gordon and
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Losev [20, Proposition 6.6] have constructed an explicit isomorphism between these
algebras over C, extending Brundan and Kleshchev’s isomorphism theorem 3.7.

7. Positivity, decomposition numbers and the Fock space

Theorem 6.13 shows that SΛ
n -Mod induces a grading on the category of finite

dimensional modules for the cyclotomic Schur algebras SDJM
n . On the other hand,

in the degenerate case Brundan and Kleshchev [9] have constructed an equivalence

of categories OΛ
n
∼−→ SDJM

n -Mod, where OΛ
n is a sum of certain integral blocks of

the BGG parabolic category O for glN (C). Deep results of Beilinson, Ginzburg
and Soergel [5, Theorem 1.1.3] and Backelin [4, Theorem 1.1] show that OΛ

n admits

a Koszul grading and hence that SDJM
n can be endowed with a Koszul grading

as well. This chapter matches up the gradings on RΛ
n and SΛ

n with the gradings
coming from category OΛ

n and, as a consequence, shows that the graded module
category SΛ

n -Mod is Koszul.
Throughout this chapter we assume that e = 0 and that Z = C, considerably

strengthening our standing assumption 4.1.

7.1. Parabolic category O. Recall from section 3.1 that the dominant weight
Λ = Λκ1

+· · ·+Λκ` is determined by our fixed choice of multicharge κ = (κ1, . . . , κ`).
For the rest of this chapter we assume that

κ1 = 0 ≥ κ2 ≥ · · · ≥ κ`.

There is no loss of generality in making this assumption because we can permute
the numbers in the multicharge, and shift all of the generators L1, . . . , Ln of HΛ

n in
Definition 3.6 by the same scalar, without changing the isomorphism type of HΛ

n

or the graded isomorphism type of RΛ
n .

Fix an integer m ≥ n − κ` and define µl = m + κl, for 1 ≤ l ≤ `. Then
µ = (µ1, . . . , µ`) is a partition of N = µ1 + · · ·+µ` and, by assumption, µ1 ≥ · · · ≥
µ` ≥ n. Let µ′ = (µ′1, . . . , µ

′
m) be the partition which is conjugate to µ.

Let J = {1 −m, 2 −m, . . . , n − 1} and J+ := J ∪ (J + 1). The diagram of Λ
with respect to µ, which should not be confused with the Young diagram defined in
section 3.3, is the array of boxes with rows indexed by J+ in increasing order from
bottom to top and with µ′i boxes in row i and µj boxes in column j. A Λ-tableau
is a labelling of the boxes of the Λ-diagram with the integers in J+, possibly with
repeats. The ground state Λ-tableau is the Λ-tableau with an j in all of the boxes
in row j, for all j ∈ J .

For example, if ` = 4, κ = (0, 0,−2,−3), so that Λ = 2Λ0 + Λ−2 + Λ−3, and
n = 3, m = 6 then µ = (6, 6, 4, 3), µ′ = (4, 4, 4, 3, 2, 2), N = 19 and the ground
state Λ-tableau is

0 0

-1 -1

-2 -2 -2

-3 -3 -3 -3

-4 -4 -4 -4

-5 -5 -5 -5

Let glN (C) be the general linear Lie algebra of N×N matrices with its standard
Cartan subalgebra h. Let p be the standard parabolic subalgebra of glN (C) which
has Levi subalgebra glµ1

(C)⊕ · · · ⊕ glµ`(C).

Let OΛ be the category of all finitely generated glN (C)-modules which are locally
finite over p and integrable over h. This is the usual parabolic analogue of the BGG
category O, except that we are only allowing modules with integral weights or,
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equivalently, integral central characters. The irreducible modules in category OΛ
n

are naturally parametrised by highest weights. Following [9, 12] we give a non-
standard labelling of the irreducible modules in OΛ

n by the multiplications
⋃
β PΛ

β ,
for suitable β. To this end, let ε1, . . . , εN ∈ h∗ be the standard coordinate functions
on h so that if M = (mab) is a matrix in glN (C) then εi(M) = mii picks out the
ith diagonal entry of M .

Following [12, (2.50)], if λ ∈ PΛ
n then the Λ-tableau of λ is the Λ-tableau Tλ

which has λ
(k)
r + r in row r ∈ J+ ∩Z≤0 and column k ∈ {1, 2, . . . , `}. For example,

the Λ-diagram of the empty multipartition is the ground state Λ-tableau. The
column reading of Tλ is the sequence (t1, . . . , tn) where t1, t2, . . . , tN are the
entries of Tλ, read from top to bottom and then from left to right down the columns
of Tλ. Set wt(λ) = t1ε1 + (t2 + 1)ε2 + · · · + (tN + N − 1)εN , a dominant weight

for glN (C). Now define Lλ
O to be the irreducible highest weight module in OΛ of

highest weight wt(λ).
Now suppose that β ∈ Q+

n . Then ν ∈ PΛ
β if and only if the Λ-tableau of ν

has the weight Λ − β, see [12, section 2.1] for the definition of the weight of a
Λ-tableau. Let OΛ

β be the Serre subcategory of OΛ generated by the irreducible

glN (C)-modules {Lν
O | ν ∈PΛ

β }. That is, OΛ
β is the full subcategory of OΛ con-

sisting of modules which have all their composition factors in {Lν
O | ν ∈PΛ

β }.
Brundan [7, Theorem 2] shows that OΛ

β is a single block of parabolic category OΛ

and, moreover, that

(7.1) OΛ =
⊕
β∈Q+

OΛ
β

is the block decomposition of OΛ. Set OΛ
n =

⊕
β∈Q+

n
OΛ
β .

We are almost ready to state a deep result of Backelin’s, that builds on fun-
damental work of Beilinson, Ginzburg and Soergel [5, Theorem 1.1.3], which says
that OΛ

β admits a Koszul grading. In fact, Backelin proved this result more gener-
ally for the blocks of parabolic category O for an arbitrary semisimple complex Lie
algebra.

To state Backelin’s theorem we need to know that there is a ‘dual’ category OβΛ
to OΛ

β which has irreducible modules {LOν | ν ∈PΛ
β }. The category OβΛ is again

a subcategory of O and it is defined in completely analogous way to OΛ
β . As we do

not need to know the precise description of OβΛ we omit further details and refer
the interested reader to [4]. Now define

SOβ = Ext•OβΛ

(
LOβ , L

O
β

)
,

where LOβ =
⊕

ν∈PΛ
β
LOν is the direct sum of the irreducible OβΛ-modules. We

consider SOβ as a positively graded algebra under the Yoneda product.

For any moduleM let ιM be the identity map onM . For example, { ιLOν | ν ∈PΛ
β }

is a basis of (SOβ )0.

7.2. Theorem (Backelin [4]). Suppose that β ∈ Q+
n and Z = C. Then SOβ is a

Koszul algebra, and there is an algebra isomorphism

SOβ ∼= EndOΛ
β

(
P βO, P

β
O
)

where P βO =
⊕

ν∈PΛ
β
P ν
O is a minimal projective generator for OΛ

β . Moreover, this

isomorphism sends ιLOν to ιPν
O

, for ν ∈PΛ
β .

Proof. The existence of such an isomorphism is proved by Backelin in [4, Theo-
rem 1.1]. The isomorphism identifies ιLOν and ιPν

O
by [4, Remark 3.8]. �
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We remark that Mazorchuk [38, Theorem 7.1] has given an algebraic proof of
Backelin’s result assuming that the Kazhdan-Lusztig conjecture holds for OΛ

β .
The algebra on the right hand side of Theorem 7.2 is a finite dimensional alge-

bra which, by definition, is the basic algebra for category OΛ
β . Thus, we have an

equivalence of categories EOβ : OΛ
β
∼−→ SOβ -Mod. For each ν ∈ PΛ

β let Lν
O be the

unique irreducible SOβ -module which is concentrated in degree zero and such that

Lν
O
∼= EOβ (Lν

O). We are abusing notation here because Lν
O is one dimensional so

that Lν
O is not the module obtained from Lν

O by forgetting the grading. Similarly,
let P ν

O be the projective cover of Lν
O in SOβ -Mod, so that P ν

O
∼= EOβ (P ν

O).

Category OΛ
n has a duality � which is induced by the anti-isomorphism of glN (C)

which maps a matrix to its transpose. Since (Lν
O)� ∼= Lν

O taking duals induces
natural isomorphisms

Ext•OβΛ

(
LOλ , L

O
ν

) ∼= Ext•OβΛ

(
LOν , L

O
λ

)
,

for λ,ν ∈PΛ
β . Therefore, � lifts to a homogeneous duality � on SOβ . Each simple

SOβ -module Lν
O is one dimensional and concentrated in degree zero, so

(
Lν
O)� ∼= Lν

O,

for all ν ∈PΛ
β .

7.3. Corollary. Suppose that β ∈ Q+
n and ν ∈PΛ

β . Then the radical and grading
filtrations of the projective indecomposable module P ν

O coincide. Moreover, if ν ∈
KΛ
β then P ν

O is rigid with both its radical and socle filtrations being equal to its
grading filtration.

Proof. By construction, P ν
O/ radP ν

O
∼= Lν

O. Moreover, if ν ∈ KΛ
β then (P ν

O)� ∼=
P ν
O〈k〉, for some k ∈ Z, by [12, (2.52), Lemma 3.2]. Consequently, P ν

O has an
irreducible socle. Since SOβ is Koszul by Theorem 7.2 the Corollary now follows by
Proposition 2.15 and Lemma 2.13. �

Let ∆λ
O be the Verma module of highest weight wt(λ) in OΛ

β . Then there is a

graded SOβ –module ∆λ
O such that ∆λ

O
∼= EOβ (∆λ

O) by [5, Proposition 3.5.7] and the

proof of [4, Proposition 3.2]. Since ∆λ
O is indecomposable, we fix the grading on

∆λ
O by requiring that the surjection ∆λ

O � Lλ
O is a homogeneous map of degree

zero in SOβ -Mod.
We are now ready to make the link between parabolic category O and the quiver

Schur algebras. The following result is a reformulation of some of Brundan and
Kleshchev’s main results from [9, 12]. Our Theorem C from the introduction is a
graded analogue of this result.

7.4. Theorem (Brundan and Kleshchev). Suppose that β ∈ Q+
n , e = 0 and Z = C.

Then there is an equivalence of categories EΛ
O :OΛ

β −→S
Λ
β -Mod and an exact functor

FOβ :OΛ
β −→R

Λ
β -Mod such that the following diagram of functors commutes

OΛ
β SΛ

β -Mod

RΛ
β -Mod

EΛ
O

FΛ
β

FOβ

Moreover, EΛ
O(∆λ

O) ∼= ∆λ and EΛ
O(Lµ

O) ∼= Lµ, for all λ,µ ∈PΛ
n .

Proof. By [9, Theorem C] there is an equivalence of categories fromOΛ
β to SDJM

β -Mod

which sends ∆λ
O to ∆λ

DJM and Lµ
O to Lµ

DJM, for λ,µ ∈PΛ
β . Hence, by Theorem 6.13
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and the remarks above, there is an equivalence of categories EΛ
O :OΛ

β −→S
Λ
β -Mod

such that EΛ
O(∆λ

O) ∼= ∆λ and EΛ
O(Lµ

O) ∼= Lµ. If ξ = 1 then HΛ
n is isomorphic to

a degenerate cyclotomic Hecke algebra. Hence, Brundan and Kleshchev [12, Theo-

rem 3.6] have shown that there exists an exact functor FOβ :OΛ
β −→HΛ

β -Mod with the

required properties. By Theorem 3.7, HΛ
β
∼= RΛ

β , so this completes the proof. �

Consequently, there is an equivalence of categories

OΛ
n
∼=
⊕
β∈Q+

n

SOβ -Mod ∼= SΛ
n -Mod .

Henceforth we identify parabolic category OΛ
n and SΛ

n -Mod.

7.2. Comparing the KLR and category O gradings. We want to lift Theo-
rem 7.4 to the graded setting. As a first step we show that the KLR and categoryOΛ

n

gradings induce the same grading on HΛ
n .

We need a graded analogue of the Hecke algebra HΛ
n with the grading coming

from category OΛ
n . Define eOβ =

∑
µ∈KΛ

β
ιLOµ ∈ S

O
β . Then eOβ is a homogeneous

idempotent of degree zero. Now define

ROβ = eOβ SOβ eOβ ∼= Ext•O

( ⊕
µ∈KΛ

β

LOµ ,
⊕

µ∈KΛ
β

LOµ

)
.

By (2.10) there is an exact functor

(7.5) FOβ :SOβ -Mod−→ROβ -Mod;M 7→MeOβ , for M ∈ SOβ -Mod .

Observe that (eOβ )� = eOβ so that the involution � restricts to a graded anti-

involution of ROβ .

Let ROβ =
⊕

d∈Z(ROβ )d be the decomposition of ROβ into its homogeneous com-
ponents.

7.6. Proposition. Suppose that β ∈ Q+
n . Then:

a) ROβ is a positively graded basic algebra;

b) (ROβ )0 is semisimple;

c) The ungraded algebras ROβ , RΛ
β and HΛ

β are Morita equivalent.

Proof. By Theorem 7.2 SOβ is a Koszul algebra so it is positively graded and its de-

gree zero component is semisimple by the definition in section 2.5. Hence, parts (a)

and (b) follow becauseROβ = eOβ SOβ eOβ . Finally, the algebrasROβ andRΛ
β are Morita

equivalent by Theorem 7.4. Hence, (c) follows since RΛ
β
∼= HΛ

β by Theorem 3.7 and

the remarks after (3.18). �

We need analogues of Specht modules, Young modules and simple modules for
the algebra ROβ . Recalling the functor FOβ from (7.5), for µ ∈ KΛ

β and λ ∈ PΛ
β

define

(7.7) Dµ
O = FOβ (Lµ

O), Sλ
O = FOβ (∆λ

O) and Y λ
O = FOβ (Pλ

O).

If µ ∈ KΛ
β then Dµ

O
∼= CιLµ

O
is an irreducible ROβ -module and Y µ

O is the projective

cover of Dµ
O in ROβ -Mod by Theorem 7.4, Theorem 7.2 and Theorem 2.12. More-

over, {Dµ
O〈k〉 | µ ∈ KΛ

β and k ∈ Z } is a complete set of irreducible ROβ -modules.

By construction, Dµ
O is one dimensional and concentrated in degree zero, for all

µ ∈ KΛ
β .

The next result, which is again a reformulation of results of Brundan and Kleshchev,
will allow us to compare the gradings on ROβ and RΛ

n .
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7.8. Theorem (Brundan and Kleshchev [11,12]). Suppose that e = 0, β ∈ Q+
n and

Z = C and let λ ∈PΛ
β and µ ∈ KΛ

β . Then

dλµ(q) = [Sλ : Dµ]q = [Sµ
O : Dµ

O]q = [∆λ
O : Lµ

O]q

is a parabolic Kazhdan-Lusztig polynomial. In particular, dλµ(q) ∈ δλµ + qN[q].

Proof. Since FOβ is exact, [Sµ
O : Dµ

O]q = [∆λ
O : Lµ

O]q, for all λ ∈PΛ
β and µ ∈ KΛ

β .

By [11, Theorem 5.14, Corollary 5.15], the projective indecomposableRΛ
n -modules

categorify the canonical basis of the integral highest weight module L(Λ) for Uq(ŝle)
and the graded decomposition numbers give the transition matrix between the stan-
dard basis and the canonical basis of L(Λ). On the other hand, [12, Theorem 3.1 and
(2.18)] computes this transition matrix explicitly and shows that dλµ(q) is equal to
the parabolic Kazhdan-Lusztig polynomial [∆λ

O : Lµ
O]q. Note that when e = 0 the

papers [11,12] use the same bar involution so that the transition matrices appearing
in both papers coincide. See [12, §2.5] and the remarks after [11, (3.60)]. �

7.9. Remark. The graded decomposition numbers dλµ(q) = [∆λ
O : Lµ

O]q are de-
scribed explicitly as parabolic Kazhdan-Lusztig polynomials in [6, Remark 14]. See
also [12, (2.16) and Theorem 3.1].

By Proposition 5.6(d), the basic algebra of RΛ
β is (isomorphic to) the algebra

[RΛ
β = EndRΛ

n

( ⊕
µ∈KΛ

β

Y µ
)
.

This is a Z-graded algebra which is graded Morita equivalent to RΛ
β . Let

(7.10) ERΛ
β

: RΛ
β -Mod

∼−→ [RΛ
β -Mod;M 7→ HomRΛ

β

( ⊕
λ∈KΛ

β

Y λ,M
)
,

be the corresponding equivalence of graded module categories.
Suppose that µ ∈ KΛ

β and let [Y µ = ERΛ
β

(Y µ) and [Dµ = ERΛ
β

(Dµ). Then [Dµ

is an irreducible [RΛ
β -module and [Y µ is the projective cover of [Dµ in [RΛ

β -Mod.

Moreover, directly from the definitions, [RΛ
β =

⊕
µ∈KΛ

β

[Y µ as a C-vector space.

Recall from Corollary 2.8, and section 2.2, that CRΛ
β

(q) = (cλµ(q))λ,µ∈KΛ
β

is

the Cartan matrix of RΛ
β , and DRΛ

β
(q) = (dλµ(q))λ∈PΛ

β ,µ∈K
Λ
β

is the decomposition

matrix, where cλµ(q) = DimHomRΛ
β

(Y µ, Y λ) and

dλµ(q) = [Sλ : Dµ]q = DimHomRΛ
β

(Y µ, Sλ).

Moreover, CRΛ
β

(q) = DRΛ
β

(q)trDRΛ
β
(q).

The next result should be compared with Proposition 7.6.

7.11. Proposition. Suppose that β ∈ Q+
n . Then:

a) As ungraded algebras, [RΛ
β
∼= ROβ .

b) Dim [RΛ
β = DimROβ , so [RΛ

β is a positively graded algebra.

c) The degree zero component of [RΛ
β is semisimple and isomorphic to

(ROβ )0 =
⊕

µ∈KΛ
β

[Dµ.

Proof. The algebras ROβ and [RΛ
β are both basic algebras, so ROβ ∼= [RΛ

β by Propo-

sition 7.6(c). (In particular, this implies that dimROβ = dim [RΛ
β .)
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For part (b), calculating directly from the definitions

Dim [RΛ
β =

∑
λ,µ∈KΛ

β

DimHomRΛ
β

(Y µ, Y λ) =
∑

λ,µ∈KΛ
β

cλµ(q).

By Corollary 2.8, cλµ(q) =
∑

ν dνλ(q)dνµ(q). Similarly,

DimROβ =
∑

λ,µ∈KΛ
β

DimHomROβ (Y µ
O , Y

λ
O ).

Therefore, by BGG reciprocity and Theorem 7.8, Dim [RΛ
β = DimROβ . In particu-

lar, [RΛ
β is positively graded.

It remains to show that the degree zero component of [RΛ
β is semisimple. By

Theorem 7.8, dνµ(q) ∈ δνµ + qN[q] so cνµ(q) ∈ δνµ + qN[q] and Dim [RΛ
β is a poly-

nomial in N[q] with constant term |KΛ
β |. It follows that the degree zero component

of [RΛ
β is exactly the span of the identity maps on Y µ for µ ∈ KΛ

β , which is a

semisimple algebra. In particular, ([RΛ
β )0 is equal to ⊕µ∈KΛ

β

[Dµ as claimed. �

7.12. Corollary. Suppose that β ∈ Q+
n and µ ∈ KΛ

β . Then socY µ
O = (Y µ

O )2 def β
∼=

Dµ
O〈2 def β〉 and soc [Y µ = ([Y µ)2 def β

∼= [Dµ〈2 def β〉.

Proof. If µ ∈ KΛ
β then (Y µ)~ ∼= Y µ〈−2 def β〉 by Corollary 5.8. In view of the

Proposition, this implies the result. �

Since FOβ is fully faithful on projectives by Lemma 2.11, there is an isomorphism
of graded algebras

(7.13) ROβ ∼= EndSOβ (
⊕

µ∈KΛ
β

Pµ
O).

Henceforth, we identify these two algebras. The advantage of working with Pµ
O is

that Pµ
O is rigid by Corollary 7.3, for µ ∈ KΛ

β . Using this fact we now construct a

basis of SOβ using radical filtrations of Pµ
O , for µ ∈PΛ

β :

Pµ
O = rad0 Pµ

O ⊃ rad1 Pµ
O ⊃ · · · ⊃ radz Pµ

O ⊃ 0,

for some z ≥ 0. By Corollary 7.3, Pµ
O is rigid with its radical filtrating being equal

to its grading filtration. Therefore,

radd Pµ
O/ radd+1 Pµ

O
∼=
⊕

λ∈PΛ
β

(Lλ
O〈d〉)

⊕c(d)
λµ ,

for 0 ≤ d ≤ z. Here we write cλµ(q) =
∑
d≥0 c

(d)
λµq

d for c
(d)
λµ ∈ N. Fix λ ∈ PΛ

β

and d ≥ 0 with c
(d)
λµ 6= 0. Since Pλ

O〈d〉 is the projective cover of Lλ
O〈d〉 there exist

homogeneous maps θ
(d,s)
λµ ∈ HomSOβ (Pλ

O , radd Pµ
O) such that the diagrams commute

(7.14)

Pλ
O

Pλ
O〈d〉

0 radd+1(Pµ
O) radd(Pµ

O) Lλ
O〈d〉 0

〈d〉
θ

(d,s)
λµ
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for 1 ≤ s ≤ c
(d)
λµ. By embedding radd Pµ

O into Pµ
O we consider θ

(d,s)
λµ as a homoge-

neous element of SOβ of degree d.

7.15. Lemma. Suppose that β ∈ Q+
n . Then

ΘOβ = { θ(d,s)
λµ | 1 ≤ s ≤ c(d)

λµ, 0 ≤ d ≤ 2 def β and λ,µ ∈PΛ
β }

is a homogeneous basis of ROβ ∼= EndSOβ (
⊕

µ∈KΛ
β
Pµ
O). Moreover, deg θ

(d,s)
λµ = d for

all θ
(d,s)
λµ ∈ ΘOβ .

Proof. Suppose that λ,µ ∈ PΛ
β . The set { θ(d,s)

λµ | 1 ≤ s ≤ c(d)
λµ and d ≥ 0 } is lin-

early independent by construction, so it is a homogeneous basis of HomSOβ (Pλ
O , P

µ
O)

by counting (graded) dimensions. If λ,µ ∈ KΛ
β then c

(d)
λµ = 0 if d > 2 def β by

Corollary 7.12 (moreover, c
(2 def β)
λµ = 0 if λ 6= µ), so the lemma follows. �

We want to use the same construction to give a basis of HomSΛ
β

(Pλ, Pµ),

when λ,µ ∈ KΛ
β . Unfortunately, we are not yet able to identify the radical filtration

of Pµ with a grading filtration because SΛ
β is not positively graded in general. To

remedy this define a filtration of Pµ by setting

Pµ(f) =
∑

θ∈HomSΛ
β

(Pλ,Pµ),

deg θ≥f,λ∈KΛ
β

im θ,

for f ≥ 0. We remark that it can happen that Pµ(f ′) = Pµ(f) for f ′ 6= f .
For example, direct calculations show that if Λ = `Λ0 and β = α0 then KΛ

β =

{(0| . . . |0|1)} and if µ = (0| . . . |0|1) then Pµ is evenly graded (that is, all of the
homogeneous elements of Pµ have even degree), so that Pµ(2f − 1) = Pµ(2f) for
all f ≥ 1.

7.16. Lemma. Suppose that µ ∈ KΛ
β . Then

Pµ = Pµ(0) ⊇ Pµ(1) ⊇ · · · ⊇ Pµ(2 def β) ⊃ 0

is a filtration of Pµ. Moreover, if λ ∈ KΛ
β then [Pµ(f) : Lλ〈f〉] = c

(f)
λµ and Lλ〈s〉

is a composition factor of Pµ(f) only if s ≥ f .

Proof. It is immediate that the construction above defines a filtration of Pµ. More-
over, Pµ(f) = 0 if f > 2 def β by Corollary 7.12. By Theorem 7.8, if λ,µ ∈ KΛ

β then

[Pµ : Lλ]q ∈ δν,λ +qN[q]. Therefore, Lλ〈s〉 is a composition factor of Pµ(f) only if
s ≥ f and, moreover, if k ≥ f then Lλ〈k〉 is not a composition factor of Pµ/Pµ(f).
Hence, the remaining statement in the lemma follows from Theorem 7.8. �

7.17. Proposition. Suppose that λ,µ ∈ KΛ
β and d ≥ 0. Then

[radd Pµ/ radd+1 Pµ : Lλ]q = c
(d)
λµq

d = [radd Pµ
O/ radd+1 Pµ

O : Lλ
O]q.

Proof. First consider Pµ
O . By Corollary 7.3, Pµ

O is rigid with both its radical and
socle filtrations being equal to its grading filtration. Since [Pµ

O : Lλ
O]q = cλµ(q) by

Theorem 7.8 (and Corollary 4.34), this proves the right hand equality for Pµ
O .

To prove the result for Pµ we argue by induction on d. If d = 0 the result is
automatic since Pµ is the projective cover of Lµ in SΛ

β -Mod. Suppose then that

d > 0. By Theorem 7.4, EΛ
O(Pµ

O) ∼= Pµ, so EΛ
O(radd Pµ

O) ∼= radd Pµ. Therefore,

[radd Pµ/ radd+1 Pµ : Lλ] = c
(d)
λµ. Therefore, to complete the proof it is enough to

show that Lµ〈s〉 is a composition factor of radd Pµ/ radd+1 Pµ only if s = d since
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[Pµ : Lλ]q = cλµ(q) by Theorem 7.8. Refining the filtration from Lemma 7.16, if
necessary, shows that Pµ has a filtration of the form

Pµ = P0 ⊃ P1 ⊃ · · · ⊃ Pl−1 ⊃ Pl = 0,

such that Pk/Pk+1 is semisimple for 0 ≤ k < l and Pµ(f) = Ppf for some integers
0 = p0 ≤ p1 ≤ . . . . Now Pµ

O is rigid by Corollary 7.3, so Pµ is rigid by Theorem 7.4.
Therefore, the radical filtration is the unique filtration of Pµ which has semisimple
subquotients and length ``(Pµ), the Loewy length of Pµ. So, if l = ``(Pµ) then

radk Pµ = Pk for k ≥ 0. Otherwise, l > ``(Pµ) and by omitting some of the
modules in the displayed equation above we can construct a filtration of Pµ of
length ``(Pµ) which has semisimple quotients. Therefore, by rigidity there exist

integers 0 = r0 > r1 > . . . such that radk Pµ = Prk for k ≥ 0. Consequently, for

any two non-negative integers d and f either radd Pµ ⊆ Pµ(f) or Pµ(f) ⊆ radd Pµ.

We are now ready to complete the proof. First observe that, since EΛ
O(Pµ

O) ∼= Pµ,

(7.18) [radd Pµ/ radd+1 Pµ : Lλ] = [radd Pµ
O/ radd+1 Pµ : Lλ

O] = c
(d)
λµ.

Therefore, if c
(d)
λµ = 0 then Lµ〈s〉 is not a composition factor of radd Pµ/ radd+1 Pµ,

for any s ∈ Z, so the result holds. Suppose then that c
(d)
λµ 6= 0 and let Lλ〈s〉 be a

composition factor of radd Pµ/ radd+1 Pµ. Using induction for the second equality,

[radd Pµ : Lλ]q = [Pµ : Lλ]q − [Pµ/ radd Pµ : Lλ]q =
∑
k≥d

c
(k)
λµq

k,

so s ≥ d. Using the construction of (7.14) this implies that Pµ(d) ⊆ radd Pµ. If

Pµ(d) ⊆ radd+1 Pµ then [radd Pµ/ radd+1 Pµ : Lλ〈s〉] ≤ [radd Pµ/Pµ(d) : Lλ〈s〉]
which is non-zero only if s < d using the definition of Pµ(d). This is a contradic-

tion, so radd+1 Pµ ( Pµ(d) by the last paragraph. Let f be maximal such that

radd+1 Pµ ⊆ Pµ(f). Then f ≥ d+ 1 and

[radd Pµ/ radd+1 Pµ : Lλ]q ≥ [radd Pµ/Pµ(f) : Lλ]q

= [Pµ(d)/Pµ(f) : Lλ]q =

f−1∑
k=d

c
(k)
λµq

k,

where last two equalities come from Lemma 7.16. Therefore, by (7.18), either

f = d + 1 or f > d + 1 and c
(d+1)
λµ = · · · = c

(f−1)
λµ = 0. Consequently, Lλ is

a composition factor of radd Pµ/ radd+1 Pµ with graded multiplicity c
(d)
λµq

d. This
completes the proof of the inductive step and, hence, the proposition. �

Just as in (7.13), in order to apply this result we now identify [RΛ
β with a

subalgebra of the basic algebra of SΛ
β , which is the algebra

[SΛ
β = EndSΛ

β

( ⊕
µ∈PΛ

β

Pλ
)
.

Mimicking (7.10), let ESΛ
β

:SΛ
β -Mod−→ [SΛ

β -Mod;M 7→ HomSΛ
β

(
⊕

µ∈PΛ
β
Pµ,M)

be corresponding equivalence of graded module categories and let E∗SΛ
β

be the inverse

equivalence. If λ ∈ PΛ
β let [Pλ = ESΛ

β
(Pλ) be projective indecomposable [SΛ

β -

module which corresponds to Pµ under this equivalence. As in (7.13), there is an
isomorphism

(7.19) [RΛ
β
∼= EndSΛ

β

( ⊕
µ∈KΛ

β

Pµ
)
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of graded algebras. We now identify these two algebras.

7.20. Theorem. Suppose that e = 0, Z = C and β ∈ Q+
n . Then there is an

isomorphism Ξ : ROβ
∼−→ [RΛ

β of graded algebras.

Proof. By Theorem 7.4 the algebras SOβ and SΛ
β are Morita equivalent, so there is

an isomorphism of (ungraded) basic algebras Ξ :SOβ −→ [SΛ
β such that Ξ(Pλ

O) ∼= [Pλ

as [SΛ
β -modules, for all λ ∈ PΛ

β . Using the identifications in (7.13) and (7.19), Ξ

restricts to an isomorphism ROβ
∼−→ [RΛ

β which, by abuse of notation, we also
denote by Ξ.

Recall from Lemma 7.15 that ΘOβ = {θ(d,s)
λµ } is a basis of HomSOβ (Pλ

O , P
µ
O). For

each θ
(d,s)
λµ ∈ ΘOβ set ϑ

(d,s)
λµ = E∗SΛ

β
◦ Ξ ◦ θ(d,s)

λµ ◦ Ξ−1 ◦ ESΛ
β

. Forgetting the gradings

for the moment, this implies that {ϑ(d,s)
λµ } is a basis of HomSΛ

β
(Pλ, Pµ). Moreover,

by (7.14) there is a commutative diagram

Pλ

0 radd+1(Pµ) radd(Pµ) Lλ 0

ϑ
(d,s)
λµ

By Proposition 7.17, ϑ
(d,s)
λµ is a non-zero homogeneous element of degree d, possibly

modulo terms of higher degree. By replacing ϑ
(d,s)
λµ with the projection onto its

degree d component, if necessary, we may assume that deg ϑ
(d,s)
λµ = d. Since multi-

plication in SOβ and in [SΛ
β respects degrees, it is straightforward to check that the

map θ
(d,s)
λµ 7→ ϑ

(d,s)
λµ is an isomorphism of graded algebras. �

The proof of Theorem 7.20 is quite subtle in that we have to work with the
projective indecomposable modules Pµ for the quiver Schur algebra SΛ

β and use
the fact that these modules are rigid. In many ways it would be more natural to
prove this result using the graded Young modules Y µ but as these modules are not
known to be rigid we cannot argue this way. In all of the examples that we have
computed it turns out that the Young modules are rigid. We do not know whether
or not this is true in general.

7.3. Graded decomposition numbers when e = 0. Now that we have shown
that the KLR and category OΛ

n gradings coincide at the level of the Hecke algebras
the next step is to show that the gradings on the Schur algebras SOβ and SΛ

β agree.

Recall from the last section that Y µ
O = FOβ (Pµ

O), for µ ∈PΛ
β , is a Young module

for ROβ . Similarly, let [Y µ = ERΛ
β

(Y µ) be a Young module for [RΛ
β . Using the

isomorphism Ξ : ROβ
∼−→ [RΛ

β from Theorem 7.20 we can consider Y µ
O as a [RΛ

β -
module.

7.21. Lemma. Suppose that µ ∈ PΛ
β . Then [Y µ ∼= Y µ

O 〈aµ〉 as [RΛ
β -modules, for

some aµ ∈ Z.

Proof. By [9, Lemma 6.11] (and Lemma 6.11), Y µ
O is a graded lift of Y µ. By

Proposition 5.6, Y µ is indecomposable so, up to shift, it has a unique graded lift
as an [RΛ

β -module; see section 2.1. That is, [Y µ ∼= Y µ
O 〈aµ〉, for some aµ ∈ Z. �
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7.22. Theorem. Suppose that e = 0, Z = C and β ∈ Q+
n . Then

Dim [SΛ
β = DimSOβ .

In particular, [SΛ
β is positively graded.

Proof. For any λ,µ ∈PΛ
β , let cλµ(q) and cOλµ(q) be the graded Cartan numbers of

[SΛ
β and SOβ , respectively. (Then cλµ(q) = cOλµ(q) by Theorem 7.8, for λ,µ ∈ KΛ

β .)

Then Dim [SΛ
β =

∑
λ,µ∈PΛ

β
cλµ(q). By definition,

cλµ(q) = DimHomSΛ
β

(Pµ, Pλ)

= DimHomRΛ
β

(Y µ, Y λ), by Lemma 2.11,

= DimHom[RΛ
β

([Y µ, [Y λ) applying (7.10),

= DimHomROβ (Y µ
O 〈aµ〉, Y

λ
O 〈aλ〉), by Lemma 7.21,

= qaλ−aµ DimHomROβ (Y µ
O , Y

λ
O )

= qaλ−aµcOλµ(q).

By graded BGG reciprocity, cOλµ(q) = cOµλ(q), so that cλµ(q) = q2(aλ−aµ)cµλ(q).

However, the Cartan matrix of SΛ
β is symmetric by Corollary 2.8. Therefore, aλ =

aµ for all λ,µ ∈PΛ
β since SΛ

β is indecomposable by Theorem 4.36. (In fact, aµ = 0

for all µ ∈ KΛ
β because if µ ∈ KΛ

β then [Dµ ∼= Ξ(Dµ
O) by Corollary 5.9 since both

modules are concentrated in degree zero.) Therefore, cλµ(q) = cOλµ(q) ∈ N[q].

Hence, Dim [SΛ
β = DimSOβ so that [SΛ

β is positively graded as claimed. �

7.23. Corollary. Suppose that e = 0, Z = C and β ∈ Q+
n . Then [SΛ

β
∼= SOβ as

graded algebras. In particular, [SΛ
β is Koszul.

Proof. Since SOβ is Koszul by Theorem 7.2, and [SΛ
β is positively graded by the

Theorem, this follows immediately from [5, Corollary 2.5.2]. More directly, using
Lemma 2.11 twice, there are homogeneous isomorphisms

SOβ ∼= EndSOβ

( ⊕
µ∈PΛ

β

Pµ
O
) ∼= EndROβ

( ⊕
µ∈PΛ

β

Y µ
O
)

∼= End[RΛ
β

( ⊕
µ∈PΛ

β

[Y λ
) ∼= EndSΛ

β

( ⊕
µ∈PΛ

β

Pµ
) ∼= [SΛ

β ,

where the third isomorphism follows from Lemma 7.21 using the fact that aµ = 0

for all µ ∈ PΛ
β , as was noted in the proof of Theorem 7.22. Hence, [SΛ

β
∼= SOβ is

Koszul by Theorem 7.2. �

Define non-negative integers d
(s)
λµ by dλµ(q) =

∑
s≥0 d

(s)
λµq

s, for λ,µ ∈PΛ
β .

7.24. Corollary. Suppose that e = 0, Z = C and β ∈ Q+
n and let λ,µ ∈PΛ

β . Then

dλµ(q) ∈ δλµ + qN[q] and cλµ(q) ∈ δλµ + qN[q] and if s ≥ 0 then

[rads ∆λ/ rads+1 ∆λ : Lµ〈s〉]q = d
(s)
λµ.

Proof. Since [SΛ
β is positively graded dλµ(q) ∈ δλµ + qN[q] by Corollary 4.34. Con-

sequently, cλµ(q) ∈ δλµ+qN[q] by Proposition 2.8. Finally, since ∆µ/ rad ∆µ ∼= Lµ

is irreducible the last statement follows from Corollary 7.23 and Lemma 2.13. �

Combining the results in this section we obtain a more precise version of Theo-
rem C from the introduction.
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7.25. Theorem. Suppose that β ∈ Q+
n , e = 0 and Z = C. Then there is an equiva-

lence of categories EOβ :OΛ
β −→SΛ

β -Mod such that the following diagram commutes:

OΛ
β SΛ

β -Mod

RΛ
β -Mod

EOβ

FΛ
β

FOβ

Moreover, EOβ (∆λ
O) ∼= ∆λ and EOβ (Lµ

O) ∼= Lµ, for all λ,µ ∈PΛ
n .

7.4. The Fock Space. The aim of this subsection is to realize the tilting and
irreducible modules for SΛ

n as canonical and dual canonical bases of the higher level
Fock space. Throughout this subsection, we work over C.

Let Rep(SΛ
n ) be the Grothendieck group of finitely generated SΛ

n -modules. If M
is an SΛ

n -module let [M ] be its image in Rep(SΛ
n ). Observe that Rep(SΛ

n ) is naturally
a Z[q, q−1]-module where q acts by grading shift: q[M ] = [M〈1〉], for M ∈ SΛ

n -Mod.
Similarly, let Proj(SΛ

n ) be the Grothendieck group for the category of finitely gener-
ated projective SΛ

n -modules. The Cartan pairing is the sesquilinear map (anti-linear
in the first argument, linear in the second)

( , ) : Proj(SΛ
n )× Rep(SΛ

n )−→Z[q, q−1], ([P ], [M ]) = DimHomSΛ
n

(P,M),

for [P ] ∈ Proj(SΛ
n ) and [M ] ∈ Rep(SΛ

n ). There is a natural embedding Proj(SΛ
n ) ↪→

Rep(SΛ
n ).

Define the combinatorial Fock space of weight Λ to be

FΛ =
⊕
n≥0

Rep(SΛ
n ).

Thus, FΛ is a free Z[q, q−1]-module of infinite rank. Let PΛ =
⋃
n≥0 PΛ

n . The

Fock space FΛ is equipped with the following distinguished bases:

• The irreducible modules: { [Lµ] | µ ∈PΛ }.
• The standard modules { [∆µ] | µ ∈PΛ }.
• The projective indecomposable modules { [Pµ] | µ ∈PΛ }.
• The twisted tilting modules { [Tµ] | µ ∈PΛ }.

These all gives bases for FΛ as a Z[q, q−1]-module because the graded decomposition
matrix of SΛ

n is invertible over Z[q, q−1] by Corollary 7.24.
The aim of this section is to clarify the relationships between these bases and to

give an algorithm for computing the graded decomposition numbers of SΛ
n .

There is a natural duality on Rep(SΛ
n ) which induces an involution on FΛ. Let M

be an SΛ
n -module. Recall that M~ = HomC(M,C) is the contragredient dual of M .

Similarly, define M# = HomSΛ
n

(M,SΛ
n ), where SΛ

n acts on M# by (f · s)(x) =

s∗f(x), for f ∈M# and x ∈M, s ∈ SΛ
n . Then # restricts to a duality on Proj(SΛ

n ).

7.26. Lemma. Suppose that M is an SΛ
n -module. Then

([P#], [M ]) = ([P ], [M~]),

for all [P ] ∈ Proj(SΛ
n ) and [M ] ∈ Rep(SΛ

n ). Moreover, if µ ∈ PΛ
n then (Lµ)~ ∼=

Lµ, (Tµ)~ ∼= Tµ and (Pµ)# ∼= Pµ.

Proof. The first statement is well-known; see, for example, [11, Lemma 2.5]. This
implies that (Pµ)# ∼= Pµ since (Lµ)~ ∼= Lµ by Theorem 2.5. Finally, (Tµ)~ ∼= Tµ
by Theorem 5.22. �
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A map f :M −→ N of Z[q, q−1]-modules is semilinear if it is Z-linear and
f(qkm) = q−kf(m), for all m ∈M and k ∈ Z.

7.27. Lemma. The maps ~ and # induce semilinear involutions on FΛ such that

(M〈d〉)~ ∼= M~〈−d〉 and (N〈d〉)# ∼= N#〈−d〉,

for all [M ] ∈ Rep(SΛ
n ), [N ] ∈ Proj(SΛ

n ) and d ∈ Z.

Proof. It follows easily from the definitions that ~ is a duality on Rep(SΛ
n ) and that

# is a duality on Proj(SΛ
n ). This immediately implies that ~ induces an involution

on FΛ with the required properties. Moreover, # extends to an automorphism of FΛ

because { [Pµ] | µ ∈PΛ } is a Z[q, q−1]-basis of FΛ. The map induced by # is an
involution because (Pµ)# ∼= Pµ by Lemma 7.26, for µ ∈PΛ

n . �

We emphasize that both of these maps are semilinear – that is, Z-linear but not
Z[q, q−1]-linear. This is implicit in the displayed equation of Lemma 7.27 because,
for example, (q[M ])~ = [M〈1〉]~ = [M~〈−1〉] = q−1[M~].

Recall from section 2.1 that the bar involution on Z[q, q−1] is the Z-linear
automorphism of Z[q, q−1] determined by q = q−1. A Laurent polynomial f(q)

in Z[q, q−1] is bar invariant if f(q) = f(q).

7.28. Lemma. Suppose that λ ∈PΛ
n . Then

[∆λ]~ = [∆λ] +
∑

µ∈PΛ
n

λBµ

fλµ(q)[∆µ] and [∆λ]# = [∆λ] +
∑

µ∈PΛ
n

λCµ

gλµ(q)[∆µ],

for some Laurent polynomials fλµ(q), gλµ(q) ∈ Z[q, q−1].

Proof. Recall that
(
dλµ(q)

)
λ,µ∈PΛ

n
is the graded decomposition matrix of SΛ

n . Let(
eλµ(q)

)
λ,µ∈PΛ

n
be the inverse graded decomposition matrix. Using Lemma 7.28

we compute:

[∆λ]~ =
( ∑

µ∈PΛ
n

λDµ

dλµ(q)[Lµ]
)~

=
∑

µ∈PΛ
n

λDµ

dλµ(q−1)[Lµ]

since (Lµ)~ ∼= Lµ by Theorem 4.25. Therefore,

[∆λ]~ =
∑

µ∈PΛ
n

λDµ

dλµ(q−1)
∑

ν∈PΛ
n

µDν

eνµ(q)[∆ν ]

= [∆λ] +
∑

ν∈PΛ
n

λBν

( ∑
µ∈PΛ

n
λDµDν

eνµ(q)dλµ(q−1)
)

[∆ν ],

where the last line follows because both the graded decomposition matrix and its
inverse are triangular with respect to dominance by Corollary 4.34. The formula
for [∆λ]# is proved in exactly the same way by first writing [∆λ] =

∑
λEµ dµλ(q)[Pµ].

�

By a well-known result of Lusztig [34, Lemma 24.2.1], Lemma 7.28 implies
that FΛ has several uniquely determined ‘canonical bases’ which are invariant
under ~ and #. Using Corollary 7.24 we can describe these bases explicitly.
Let FΛ

0 be the Z[q]-sublattice of FΛ with basis the images of the standard mod-
ules { [∆µ] | µ ∈PΛ } in FΛ. Similarly, let FΛ

∞ be the Z[q−1]-sublattice of FΛ

spanned by these elements.
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7.29. Theorem. Suppose that e = 0 and Z = C. Then the three bases

{ [Pµ] | µ ∈PΛ } , { [Lµ] | µ ∈PΛ } and { [Tµ] | µ ∈PΛ }

are “canonical bases” of FΛ which, for µ ∈PΛ, are uniquely determined by:

a) [Pµ]# = [Pµ] and [Pµ] ≡ [∆µ] (mod qFΛ
0 ) .

b) [Lµ]~ = [Lµ] and [Lµ] ≡ [∆µ] (mod qFΛ
0 ) .

c) [Tµ]~ = [Tµ] and [Tµ] ≡ [∆µ] (mod q−1FΛ
∞) .

Proof. The existence and uniqueness of bases of FΛ with these properties follows
from what is by now a standard argument (see [34, Lemma 24.2.1]), using the
triangularity of the involutions ~ and # from Lemma 7.28. If µ ∈ PΛ

n then
[Pµ]# = [Pµ], (Lµ)~ ∼= Lµ and (Tµ)~ ∼= Tµ by Lemma 7.26. Furthermore,
[Pµ] =

∑
λ dλµ(q)[∆λ] and [Lµ] =

∑
λ eλµ(q)[∆λ], where dλµ(q) and eλµ(q) are

polynomials in Z[q] with constant term dλµ(0) = δλµ = eλµ(q) by Corollary 7.24.
Therefore, if µ ∈PΛ then [Pµ] and [Lµ] belong to FΛ

0 and, moreover,

[Pµ] ≡ [∆µ] (mod qFΛ
0 ) and [∆µ] ≡ [Lµ] (mod qFΛ

0 )

Hence, parts (a) and (b) follow. Finally, the twisted tilting module [Tµ] ∈ FΛ
∞ and

[Tµ] ≡ [∆µ] (mod q−1FΛ
∞) Theorem 5.22. This completes the proof. �

We call { [Pµ] | µ ∈PΛ } the canonical basis of FΛ and { [Lλ] | µ ∈PΛ } the
dual canonical basis because these two bases are dual under the Cartan pairing
on FΛ. By Theorem 5.19, Ringel duality induces a automorphism of FΛ which
interchanges, setwise, the canonical basis {[Pµ]} and the basis {[Tλ]|λ} of twisted
tilting modules. We remark that Theorem 7.29 should lift to a categorification of
the canonical bases of FΛ as a Uq(gl∞)-module.

7.30. Remark. Abusing notation slightly, let # be the involution on Rep(RΛ
n) de-

fined by M# = HomRΛ
n

(M,RΛ
n). Then, as noted in [11, Remark 4.7], it follows

from Theorem 3.20 and [40, Theorem 3.1] that there is an isomorphism of functors
# ∼= 〈2 def β〉 ◦~. Therefore,

{ qdef β [Dµ] | µ ∈ KΛ
β for β ∈ Q+ }

is a #-invariant basis of
⊕

n≥0 Rep(RΛ
n) which has similar uniqueness properties

to the twisted tilting module basis of FΛ. Similarly, { q− def β [Y µ] | µ ∈ KΛ
β } is a

‘canonical’ ~-invariant basis of
⊕

n≥0 Rep(RΛ
n).

7.5. An LLT algorithm for SΛ
n . If Λ = Λ0 then HΛ

n
∼= RΛ

n is isomorphic to the
Iwahori-Hecke algebra of the symmetric group. In this case, Lascoux, Leclerc and
Thibon [32] have given an efficient algorithm for computing the canonical bases of

the irreducible Uq(ŝl)-module L(Λ0). By Ariki’s Theorem [1,11], the LLT algorithm
computes the (graded) decomposition matrices of the Iwahori-Hecke algebra of the
symmetric group.

In this section we give an LLT-like algorithm for computing the canonical basis
of FΛ. By Theorem 7.29 this gives an algorithm for computing the graded decom-
position numbers of RΛ

n and SΛ
n . To this end, if f(q) =

∑
d∈Z fdq

d is a non-zero

Laurent polynomial in Z[q, q−1] let mindeg f(q) = min { d ∈ Z | fd 6= 0 }.
Suppose that µ ∈PΛ

β , for β ∈ Q+. Recall from (5.1) that Zµ = ΨµSΛ
β .

7.31. Lemma. Suppose that µ ∈PΛ. Then (Zµ)# ∼= Zµ and

Zµ = Pµ ⊕
⊕
λBµ

pµλ(q)Pλ,

for some bar invariant polynomials pλµ(q) ∈ N[q, q−1].
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Proof. By definition, Zµ is a direct summand of SΛ
β , so (Zµ)# ∼= Zµ. We al-

ready noted in (5.4) that Zµ = Pµ⊕
⊕

λ pλµ(q)Pλ, for some Laurent polynomials
pλµ(q) ∈ N[q], because Zµ is projective. In view of Lemma 7.26 these polynomials
are bar invariant. �

Next observe that (5.3) implies that in FΛ

(7.32) [Zµ] = [∆µ] +
∑
νBµ

s∈Stdµ(ν)

qdeg s−deg tµ [∆ν ].

We now show how to use Lemma 7.31 and (7.32) to inductively compute [Pµ],
for µ ∈ PΛ

n , as a linear combination of standard modules in FΛ. Since [Pµ] =∑
λ dλµ(q)[∆λ] this will give an algorithm for computing the graded decomposition

numbers of SΛ
β .

If µ is maximal in PΛ
β , with respect to dominance, then Zµ = Pµ = ∆µ by

Lemma 7.31. So [Pµ] = [∆µ] in this case and there is nothing to do.
Now suppose that µ is not maximal in PΛ

n and that [Pλ] is known whenever
λ ∈PΛ

n and λ B µ. By (7.32) we can write

[Zµ] = [∆µ] +
∑
νBµ

zνµ(q)[∆ν ]

for some Laurent polynomials zνµ(q) ∈ N[q, q−1] which are not all zero since µ is
not maximal in PΛ

β . Let λ B µ be any multipartition such that zλµ(q) 6= 0 and

mindeg zλµ(q) ≤ mindeg zνµ(q),

for all ν ∈PΛ
β . Let d = mindeg zλµ(q).

If d > 0 then [Zµ] ≡ [∆µ] (mod FΛ
0 ) by (7.32). Now [Zµ]# = [Zµ], by Lemma 7.31,

so this forces [Zµ] = [Pµ] because in this case [Zµ] satisfies the two properties which
uniquely determine [Pµ] in Theorem 7.29(a).

Now suppose that d ≤ 0. Let z
(d)
λµ be the coefficient of qd in zλµ(q) and set

p
(d)
λµ =

{
z

(d)
λµ(qd + q−d), if d < 0,

z
(d)
λµ, if d = 0.

Since [P ν ] ≡ [∆ν ] (mod FΛ
0 ) for all ν ∈ PΛ

β , the minimally of d together with

Lemma 7.31 implies that p
(d)
λµP

λ is a direct summand of Zµ. Since [Pλ] is known

by induction we can now replace [Zµ] with [Zµ]−p(d)
λµ[Pλ], which is still #-invariant.

By repeating this process of stripping off the bar invariant minimal degree terms
we can rewrite [Zµ] as a linear combination of canonical bases elements as in
Lemma 7.31. This recursively computes [Pµ] and so determines the graded de-
composition numbers dλµ(q).

Note that the Laurent polynomials pλµ(q) in Lemma 7.31 are given by pλµ(q) =∑
d≤0 p

(d)
λµ. Hence, this algorithm also decomposes Zµ into a direct sum of projective

modules.

7.33. Remark. Note that (Eµ)~ ∼= Eµ by Theorem 5.14. An equivalent version
of this algorithm computes [Tµ] by applying the same “straightening algorithm”
to the element [Eµ] = [Eµ]~, where we use Corollary 5.12 in place of (7.32) and
Corollary 5.12 in place of Lemma 7.31.

7.34. Example Suppose that e = 0, Λ = 3Λ0 and that β = α−1+3α0+α1+α2+α3.
Then SΛ

β is a block of defect 4. The maximal multipartition in PΛ
β is (4, 2|1|0) so
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P (4,2|1|0) = ∆(4,2|1|0). Taking µ = (4, 1|1|1) the tableaux in Stdµ(PΛ
β ) are(

1 2 3 4

5

∣∣∣∣∣ 6
∣∣∣∣∣ 7

) (
1 2 3 4

5 6

∣∣∣∣∣ -
∣∣∣∣∣ 7

)
(

1 2 3 4

5 7

∣∣∣∣∣ 6
∣∣∣∣∣ -

) (
1 2 3 4

5 6

∣∣∣∣∣ 7
∣∣∣∣∣ -

)
Therefore, [Zµ] = [∆(4,1|1|1)] + q[∆(4,2|0|1)] + (q2 + 1)[∆(4,2|1|0)]. Applying our
algorithm, [Zµ] = [Pµ] + [P (4,2|1|0)]. Using our LLT algorithm, the full graded
decomposition matrix of SΛ

β in characteristic zero is:

(0| 1 |4, 2) 1
(0|4, 2|1) q 1
(1| 0 |4, 2) q . 1
(1| 1 |4, 1) q2 . q 1
(1| 12 |4) . . . q 1
(1| 4 |12) . . . q . 1
(1|4, 1|1) q2 q q q2 q q 1
(1|4, 2|0) q3 q2 q2 . . . q 1

(12| 1 |4) . . q q2 q . . . 1
(12| 4 |1) . . q2 q3 q2 q2 q . q 1
(4| 1 |12) . . q q2 . q . . . . 1
(4| 12 |1) . . q2 q3 q2 q2 q . . . q 1

(4, 1| 1 |1) q2 q q3 + q q4 q3 q3 q2 . q2 q q2 q 1
(4, 2| 0 |1) q3 q2 q2 . . . . . . . . . q 1
(4, 2| 1 |0) q4 q3 q3 . . . q2 q . q . q q2 q 1

The Kleshchev multipartitions in this block are (0|1|4, 2) and (1|1|4, 1). If ` = 2 then
the graded decomposition numbers of SΛ

β are always monomials in q by [14, (5.14)].

This is one of the smallest examples of a block RΛ
β that has a graded decomposition

number which is not a monomial. ♦
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