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Abstract We consider the following class of nonlinear elliptic equations

−div(A(|x|)∇u) + uq = 0 in B1(0) \ {0},

where q > 1 and A is a positive C1(0, 1] function which is regularly varying at
zero with index ϑ in (2−N, 2). We prove that all isolated singularities at zero
for the positive solutions are removable if and only if Φ 6∈ Lq(B1(0)), where Φ
denotes the fundamental solution of −div(A(|x|)∇u) = δ0 in D′(B1(0)) and
δ0 is the Dirac mass at 0. Moreover, we give a complete classification of the
behaviour near zero of all positive solutions in the more delicate case that
Φ ∈ Lq(B1(0)). We also establish the existence of positive solutions in all the
categories of such a classification. Our results apply in particular to the model
case A(|x|) = |x|ϑ with ϑ ∈ (2−N, 2).
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1 Introduction

In the celebrated paper [4], Brezis and Véron considered the equation

−∆u+ |u|q−1u = 0 inB∗1 := B1 \ {0}, (1.1)

where B1 is the unit ball centered at the origin in RN with N ≥ 3. They
proved that if q ≥ N/(N −2), then 0 is a removable singularity for all positive
solutions of (1.1), i.e., if u ∈ C2(B∗1) is a positive solution of (1.1), then u can
be extended as a classical solution of (1.1) in the whole ball B1. The restriction
q ≥ N/(N − 2) is essential, since if 1 < q < N/(N − 2) there are solutions of
(1.1) with isolated singularities. The following complete classification of the
behaviour near zero of all positive solutions of (1.1) was first given by Véron
[26,27] and later proved, with different techniques, by Brezis and Oswald [3]:

Theorem 1 If 1 < q < N/(N − 2) and u is a positive solution of (1.1) in
C2(B∗1), then one of the following holds:

1) u can be extended as a positive C2 solution of (1.1) in B1;
2) lim|x|→0 u(x)/E(x) = λ ∈ (0,∞) and u satisfies

−∆u+ uq = λδ0 in D′(B1);

3) lim|x|→0 |x|2/(q−1)u(x) =
[

2
q−1

(
2q
q−1 −N

)]1/(q−1)

.

In this classification, E(x) = 1
N(N−2)ωN

|x|2−N is the fundamental solution
of (−∆) in RN , where here and throughout, ωN and δ0 denote the volume of
B1 and the Dirac mass at 0, respectively.

Our main aim is to extend this kind of results to the following nonlinear
elliptic equation in divergence form

−div (A(|x|)∇u) + |u|q−1u = 0 in B∗1 . (1.2)

We reveal how the function A affects the afore-mentioned classification under
the following assumption made throughout the paper.
Assumption A. The function A is a positive C1(0, 1]-function such that

lim
t→0

tA′(t)
A(t)

= ϑ for some ϑ ∈ (2−N, 2). (1.3)

This means that L(t) = A(t)/tϑ is a positive C1(0, 1] function satisfying
limt→0 tL

′(t)/L(t) = 0. In particular L is slowly varying at 0 (see Definition 3
in Appendix A). Non-trivial examples of such functions L are given below for
small t > 0:

(a) the logarithm log(1/t), its m iterates logm(1/t) defined as log logm−1(1/t)
and powers of logm(1/t) for any integer m ≥ 1;

(b) exp((log(1/t))α) with α ∈ (0, 1).
(c) exp

(
−(log t)1/3 cos((log t)1/3)

)
.
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We stress that, in the last example, L exhibits infinite oscillations at 0 since

lim inf
t→0

L(t) = 0, lim sup
t→0

L(t) = +∞.

Moreover, a solution of (1.2) is understood in the following sense.

Definition 1 A function u is said to be a solution (sub-solution, super-solution)
of (1.2) if u ∈ C1(B∗1) and satisfies∫

B1

A(|x|)∇u · ∇ϕdx+
∫
B1

|u|q−1uϕdx = 0 (≤ 0, ≥ 0) (1.4)

for all functions (non-negative functions) ϕ(x) in C1
c (B∗1).

Definition 2 We say that a positive solution u of (1.2) can be extended as a
positive continuous solution of (1.2) in the whole ball B1 if u(x) converges to
a positive number as |x| → 0 and u satisfies (1.2) in D′(B1), that is∫

B1

A(|x|)∇u · ∇ϕdx+
∫
B1

uqϕdx = 0 for every ϕ ∈ C1
c (B1). (1.5)

In our analysis, instead of the fundamental solution of the Laplacian, a
crucial role is played by the function Φ given by

Φ(x) = Φ(|x|) :=
1

NωN

∫ 1

|x|

t1−N

A(t)
dt for every x ∈ B1(0), (1.6)

which can be seen as the fundamental solution of

−div (A(|x|)∇Φ) = δ0 in D′(B1(0)) (1.7)

with homogeneous Dirichlet boundary condition.
Now we can state our main results.

Theorem 2 Let q > 1. The following assertions are true.

(i) There always exist positive continuous solutions of (1.2) in B1.
(ii) Every positive solution of (1.2) can be extended as a positive continuous

solution of (1.2) in B1 if and only if Φ 6∈ Lq(B1).
(iii) There exist positive solutions of (1.2) such that lim|x|→0 u(x)/Φ(x) ∈ (0,∞]

if and only if Φ ∈ Lq(B1).

Using that Φ is regularly varying at zero with index 2 − N − ϑ (see Ap-
pendix A), we find that if q 6= N/(N − 2 + ϑ), then Φ ∈ Lq(B1) if and only if
q < N/(N − 2 +ϑ). If q = N/(N − 2 +ϑ), then since A(r) = rϑL(r) is smooth
away from the origin, we obtain that

Φ ∈ Lq(B1) if and only if
∫

0+

dr

rLq(r)
<∞,

which means that Φ 6∈ Lq(B1) for some examples of A (e.g., A(r) = rϑ), while
Φ ∈ Lq(B1) for other choices of A (e.g., A(r) ∼ rϑ log2(1/r) as r → 0).
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Theorem 3 Let q > 1. Assume that Φ ∈ Lq(B1). Then for every positive
solution u of (1.2), exactly one of the following cases occurs:

(I) u can be extended as a positive continuous solution of (1.2) in B1.
(II) lim|x|→0 u(x)/Φ(x) = λ ∈ (0,∞) and u satisfies

−div (A(|x|)∇u) + uq = λδ0 in D′(B1). (1.8)

(III) lim|x|→0 u(x)/Φ(x) =∞, in which case we have1 u(x) ∼ ũ(|x|) as |x| → 0,
where we define ũ(r) for r ∈ (0, 1) as follows

ũ(r) =



[
(q − 1)2

N − (N − 2 + ϑ)q

∫ r

0

t

A(t)
dt

] −1
q−1

if q <
N

N − 2 + ϑ
,

(q − 1)
−1
q−1Φ(r)‖Φ‖

−q
q−1

Lq(Br)
if q =

N

N − 2 + ϑ
.

(1.9)

Remark 1 We want to emphasize the role of ϑ in the above classification. It is
easy to verify that

lim
|x|→0

E(x)
Φ(x)

=

{
∞ if 2−N < ϑ < 0,
0 if 0 < ϑ < 2.

(1.10)

For q > 1 fixed, we denote by u and v a positive solution of (1.1) and (1.2),
which is comparable to E and Φ near zero, respectively. As expected, from
(1.10) we deduce that the blow-up rate of u at zero is greater than that of v
when the operator in (1.2) is singular (i.e., ϑ < 0), while it is lower when the
equation is degenerate (i.e., ϑ > 0). A similar observation applies when u and
v grows faster than E and Φ near zero, respectively.

Theorems 2 and 3 can be extended to more general classes of nonlinear
elliptic equations in the framework of regular variation theory by adapting
some arguments from [6]. For this reason, we focus on power nonlinearities in
(1.2) to underline the role of the coefficient A appearing in our operator. In this
paper we completely solve both questions of removability and classification of
singular solutions of (1.2) under optimal conditions.

The removability question for nonlinear elliptic equations has been ad-
dressed by many authors. For example, Vázquez and Véron [25] considered
equations involving the p-Laplacian operator, while Labutin [15] studied fully
nonlinear uniformly elliptic equations of the form F (D2u) + f(u) = 0, under
some sharp conditions on f depending on F . In [9] Felmer and Quaas extended
the removability results obtained in [15] to a wide class of nonlinear elliptic
equations for which a “fundamental” solution can be constructed. We also
refer to [16], [17] for other removability results.

1Here and throughout, f(x) ∼ g(x) as |x| → 0 means that lim
|x|→0

f(x)

g(x)
= 1.
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In general it is much more difficult to classify the behaviour of all solu-
tions near an isolated singularity (see the monograph by Véron [28] and the
references therein). For recent generalization of Theorem 1 in the context of
regular variation theory we refer, for example, to [5], [6], [7]. The paper [6]
extends results in [12], [7] and [5] by providing a complete classification of the
isolated singularities for equations such as ∆u + λ|x|−2u = b(x)h(u) in B∗1 ,
where −∞ < λ ≤ (N − 2)2/4.

Further research is devoted to understanding the behaviour of singular
solutions for more general elliptic differential operators. The classification
of all isolated singularities was recently obtained by Ĉırstea and Du [8] for
weighted quasilinear elliptic equations of the form ∆pu = b(x)h(u) in B∗1 ,
where ∆pu = div (|∇u|p−2∇u) and 1 < p ≤ N . Extending previous results of
Friedman–Véron [10] and Vázquez–Véron [24] for h(u) = uq and b = 1, the
approach in [8] is based on the regular variation theory and a new perturba-
tion method for constructing sub- and super-solutions. Other recent progress
includes the classification of singularities for non-negative viscosity solutions
for the infinite Laplace equation ∆∞u =:

∑N
i,j=1 uxiuxjuxixj = 0 (see [20])

and, more generally, for the Aronsson equation (see [13]).
The paper is organised as follows. In Section 2 we consider the radial case

and, by performing a change of variable to shift the singularity from 0 to ∞
(see (2.2)), we can apply ODE’s results by Taliaferro [22]. Then in Section 3
we provide an upper bound for any positive solution of (1.2) generalising a
boundary blow-up argument contained in [2]. Moreover, we prove a Harnack
type inequality and a regularity result (see, e.g., [26], [10] and [8]). Theorems 2
and 3 are proved in Section 4 and 5, respectively. The existence assertions (i)
and (iii) in Theorem 2 are proved in Propositions 4 and 5, where we actually
prove the existence and uniqueness of Dirichlet boundary value problems. If
Φ 6∈ Lq(B1), then by reduction to the radial case we prove that every positive
solution of (1.2) is dominated by Φ near 0. In Proposition 3 we complete the
proof of Theorem 2 by showing that 0 is a removable singularity for a positive
solution u if and only if lim|x|→0 u(x)/Φ(x) = 0. Proposition 3 is also used to
show Case (I) in Theorem 3. Case (II) is proved in Proposition 6. Both cases
are addressed by extending blow-up techniques of Friedman-Véron [10] (see
also [8], [6]). Case (III) in Theorem 3 is analysed in Proposition 7 using again
a reduction to the radial case. Finally, in Appendix A we recall properties of
regularly varying functions.

2 The case of radial solutions

In this section, we consider the positive C2(0, 1] solutions of the equation

u′′(r) +
(
N − 1 +

rA′(r)
A(r)

)
u′(r)
r

=
uq(r)
A(r)

for 0 < r < 1. (2.1)
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In Propositions 1 and 2 we give the asymptotics near zero of the positive
solutions of (2.1) when q > 1. We use the following change of variable

y(s) = u(r) with s = Φ(r), where Φ(r) is given by (1.6). (2.2)

It follows that y satisfies the differential equation

d2y

ds2
= (NωN )2 r2N−2A(r) yq(s) for 0 < s <∞. (2.3)

The asymptotic profile of y(s) as s → ∞ is obtained from the results of
Taliaferro [22]. We explicitly observe that Φ ∈ Lq(B1) is equivalent to∫ 1

0

rN−1Φq(r) dr <∞. (2.4)

Proposition 1 Let q > 1 and let γ be any positive number. The following
assertions are true:

(a) There exists a unique positive solution of (2.1), subject to u(1) = γ and
limr→0 u(r)/Φ(r) = 0. This solution satisfies limr→0 u(r) ∈ (0,∞).

(b) There exist positive solutions for (2.1) with limr→0 u(r)/Φ(r) ∈ (0,∞) if
and only if (2.4) holds. Assuming that (2.4) holds, then we have:

(b1) For any positive number λ, there is a unique positive solution uλ,γ of
u′′(r) +

(
N − 1 +

rA′(r)
A(r)

)
u′(r)
r

=
uq(r)
A(r)

for 0 < r < 1,

lim
r→0

u(r)
Φ(r)

= λ, u(1) = γ.

(2.5)

(b2) There also exist positive solutions for the problem (2.5) with λ =∞.

Proof (a) The assumption A implies that
∫ 1

0
rN−1A(r) dr < ∞. By applying

Theorem 1.1 in [22] to (2.3) and using (2.2), we conclude the assertion of (a).
(b) By Theorem 2.4 in [22], we find that (2.3) has positive solutions with

lims→∞
dy
ds ∈ (0,∞) if and only if (2.4) holds. If y(s) is such a solution, then

lims→∞ y(s)/s = c0 for some positive constant c0. This proves the first part of
the assertion of (b). If (2.4) holds, then by Corollary 2.5 in [22] (respectively,
Theorem 3.2 in [22]), we obtain that (2.5) has positive solutions for any positive
number λ (respectively, λ =∞). The uniqueness of the positive solution uλ,γ
of (2.5) with λ ∈ (0,∞) follows from a standard comparison principle.

The conclusion of Proposition 1(b2) can be refined if we assume that{
r2N−2Φq+3(r)A(r) ∼ h1(r) as r → 0,
where h1 is a positive increasing C(0, 1]-function.

(2.6)

More precisely, if (2.6) holds (which automatically implies (2.4)), then there
is a unique positive solution u∞,γ of (2.5) with λ =∞ (see Proposition 2(a)).
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Remark 2 If (2.4) is not satisfied, then by Theorem 3.2 in [22], we infer that

(i) either for each γ > 0, there are infinitely many positive solutions u∞,γ of
(2.5) with λ =∞;

(ii) or there are no positive solutions of (2.1) with limr→0 u(r)/Φ(r) =∞.

When (2.4) is not satisfied, Taliaferro [22] shows that Case (i) in Remark 2
may occur (see Example 3.14 in [22]); however, a sufficient condition guaran-
teeing Case (ii) is the following:{

r2N−2Φq+3(r)A(r) ∼ h2(r) as r → 0,

where h2 is a positive non-increasing C1(0, 1]-function.
(2.7)

This situation is included in our next result.

Proposition 2 Let q > 1 and let γ be any positive number.

(a) If (2.6) holds, then there is a unique positive solution u∞,γ of (2.5) with
λ =∞.

(b) Assume that (2.7) is fulfilled.
(b1) If (2.4) holds, then there is a unique positive solution u∞,γ of (2.5)

with λ =∞.
(b2) If (2.4) fails, then there exists exactly one positive solution of (2.1)

with u(1) = γ, namely the positive solution whose behaviour is given by
Proposition 1(a).

Proof The assertion of (a) follows from Theorem 3.10 in [22]. By applying
Theorem 3.12 in [22] to (2.3), jointly with (2.2), we conclude (b1) and (b2).

Remark 3 In the framework of either Proposition 2(a) or (b1), the unique
positive solution u∞,γ of (2.5) with λ = ∞ is asymptotic at zero to any
positive C2 function U satisfying

U′′(r) +
(
N − 1 +

rA′(r)
A(r)

)
U′(r)
r
∼ Uq(r)

A(r)
as r → 0,

lim
r→0

U(r)
Φ(r)

=∞.
(2.8)

This follows by applying Theorem 3.7 in [22] to (2.3), then using (2.2).

To prove Case (III) in Theorem 3, we rely on Corollaries 1 and 2, which
are consequences of Proposition 2.

Corollary 1 Let 1 < q < N/(N − 2 + ϑ) and let γ be any positive number.
Assume that

ρ 6= 0, where ρ := 4−N − 2ϑ− q(N − 2 + ϑ).

Then (2.5) with λ = ∞ has a unique positive solution u∞,γ . Moreover, we
have u∞,γ(r) ∼ ũ(r) as r → 0, where ũ is defined by (1.9).
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Proof Observe that r 7−→ rN−1Φq(r) is regularly varying at zero with index
N − 1 − q(N − 2 + ϑ), which is greater than −1. Thus condition (2.4) is au-
tomatically verified. On the other hand, r 7−→ r2N−2Φq+3(r)A(r) is regularly
varying at zero of index ρ, which is different from zero. Hence, if ρ > 0 (re-
spectively, ρ < 0), then (2.6) (respectively, (2.7)) holds. Then the existence
and uniqueness of the positive solution u∞,γ of (2.5) with λ = ∞ is given by
Proposition 2. We finish the proof by using Remark 3 after checking (2.8) for
U(r) = ũ(r). We skip the details of this straightforward calculation.

Corollary 2 Let q = N/(N − 2 + ϑ). If (2.4) holds, then for every positive
number γ, there exists a unique positive solution u∞,γ of (2.5) with λ = ∞.
Moreover, we have u∞,γ ∼ ũ(r) as r → 0, where ũ is given by (1.9).

Proof When q = N/(N − 2 + ϑ), we find that r2N−2Φq(r)A(r) is regularly
varying at zero with index −2N + 4 − 2ϑ. This being a negative number,
we infer that (2.7) is satisfied. Then by Proposition 2(b1), we conclude that
(2.5) with λ = ∞ has a unique positive solution u∞,γ . In view of Remark 3,
we conclude the proof once we show that (2.8) holds with U(r) = ũ(r). This
simple calculation is left to the reader.

3 Auxiliary tools

In this section, we only require q > 1 in (1.2). Let Υ be defined by

Υ (r) :=
(∫ r

0

t

A(t)
dt

)− 1
q−1

for every r ∈ (0, 1). (3.1)

We denote by Br the ball of Rn centered at the origin with radius r. We set
B∗r := Br \ {0} for any r > 0.

3.1 A priori estimates

Lemma 1 Let q > 1. For every r0 ∈ (0, 1/2), there exists a positive constant
C0, which depends on r0, such that for any positive sub-solution of (1.2), it
holds

u(x) ≤ C0Υ (|x|) for every x ∈ RN with 0 < |x| ≤ r0. (3.2)

Proof Let x0 ∈ RN be fixed with 0 < |x0| ≤ r0. We denote ω := B|x0|/2(x0)
and define a positive function S on ω such that S =∞ on ∂ω. More precisely,
for some constant C > 0, we set

S(x) = C

[
1

|x0|
√

A(|x0|)
(
|x0|2 − 4|x− x0|2

)]− 2
q−1

for x ∈ ω. (3.3)
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Claim: There exists a positive constant C, which is independent of x0, such
that S in (3.3) is a super-solution of (1.2) in ω, that is

−div(A(x)∇S(x)) + Sq(x) ≥ 0 in ω. (3.4)

From A ∈ RVϑ(0+), we can write A(t) = tϑL(t), where L is a slowly varying
function at zero. Since |x0|/2 ≤ |x| ≤ 3|x0|/2 for x ∈ ω, Proposition 8 in
Appendix A shows that

c0 ≤
A(|x|)
A(|x0|)

=
|x|ϑ

|x0|ϑ
L(|x|)
L(|x0|)

≤ c1 (3.5)

for some positive constants c0 and c1, which depend on r0, but are independent
of x0. Direct computations imply that (3.4) holds if and only if

16
q − 1

A(|x|)
A(|x0|)

[
N +

8|x− x0|2

|x0|2

(
q + 1
q − 1

− N

2

)
+

A′(|x|)
|x|A(|x|)

(
1− 4|x− x0|2

|x0|2

)
x · (x− x0)

]
≤ Cq−1

for every x ∈ ω. Using (3.5) and Assumption A, we obtain that for every
x ∈ ω, the left-hand side of the above inequality is bounded from above by a
positive constant independent of x0. Hence, we can choose C > 0 large enough
and independent of x0 such that (3.4) holds.

We now conclude (3.2) by the comparison principle. Indeed, u(x) ≤ S(x)
for every x ∈ ω and, in particular, u(x0) ≤ S(x0). Thus we have

u(x0) ≤ C
(
|x0|2

A(|x0|)

)− 1
q−1

for every x0 ∈ RN with 0 < |x0| ≤ r0. (3.6)

Since A ∈ RVϑ(0+) with ϑ < 2, by Theorem 5 in Appendix A, we find that

lim
r→0

r2

A(r)
∫ r
0

t
A(t) dt

= 2− ϑ so that α := inf
0<r≤r0

r2

A(r)
∫ r
0

t
A(t) dt

> 0. (3.7)

Then using (3.6) and the definition of Υ in (3.1), we obtain that

u(x0) ≤ Cα−1/(q−1)Υ (|x0|) for every x0 ∈ RN with 0 < |x0| ≤ r0.

This completes the proof of Lemma 1.

Since Υ ∈ RVϑ−2
q−1

(0+), we have limr→0 Υ (r)/f(r) = 0 for any f ∈ RVσ(0+)
with σ < (ϑ−2)/(q−1). As a consequence of Lemma 1, we obtain the following.

Corollary 3 If q > 1, then any positive sub-solution of (1.2) satisfies

lim
|x|→0

u(x)
f(|x|)

= 0 for every f ∈ RVσ(0+) with σ <
ϑ− 2
q − 1

.
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3.2 A Harnack-type inequality

Using Lemma 1 and the Harnack inequality (Theorem 8.20 in [11]), we derive
the following.

Lemma 2 Let q > 1. For every r0 ∈ (0, 1/4), there exists a positive constant
C, which depends on r0, such that for any positive solution u of (1.2), we have

max
|x|=r

u(x) ≤ C min
|x|=r

u(x) for all 0 < r ≤ r0. (3.8)

Proof The argument is standard, following ideas similar to Lemma 1.5 in [26].
However, some changes appear here due to the divergence form of (1.2). Thus
for the reader’s convenience, we provide the details.

We first observe that equation (1.2) is equivalent in D′(B∗1) to the following

−∆u−∇u · ∇ log A(|x|) +
|u|q−1u

A(|x|)
= 0 in B∗1 , (3.9)

meaning that∫
B1

∇u · ∇ϕdx−
∫
B1

ϕ
A′(|x|)
A(|x|)

x

|x|
· ∇u(x) dx+

∫
B1

|u|q−1uϕ

A(|x|)
dx = 0

for every ϕ ∈ C1
c (B∗1).

Let y ∈ RN be such that 0 < |y| ≤ r0. We have Ωy ⊂ B∗2r0 , where we
define

Ωy := B 2|y|
3

(y).

We apply the Harnack inequality of Theorem 8.20 in [11] for the operator

Lu := ∆u+
N∑
i=1

ci(x)
∂u

∂xi
+ d(x)u in Ωy, (3.10)

where ci(x) (for i = 1, . . . , N) and d(x) are defined by

ci(x) :=
xi
|x|

A′(|x|)
A(|x|)

and d(x) := −u
q−1(x)
A(|x|)

for x = (x1, . . . , xN ) ∈ B∗2r0 .

The hypotheses (8.5) and (8.6) in Gilbarg–Trudinger [11, p. 178] are satisfied
here with

λ = 1, Λ =
√
N and ν(y) := sup

x∈Ωy

√[
A′(|x|)
A(|x|)

]2
+ |d(x)|. (3.11)

Since B4η(y) ⊂ Ωy with η(y) := |y|/8, by Theorem 8.20 in [11] we have

sup
Bη(y)

u ≤ C inf
Bη(y)

u, (3.12)
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where C = C(N, η(y)ν(y)) is a positive constant that can be estimated by

C ≤ C
√
N+η(y)ν(y)

0 with C0 = C0(N). (3.13)

We now show that η(y)ν(y) is bounded above by a constant independent of y
with 0 < |y| ≤ r0. From (1.3) and (3.7), we infer that

sup
0<r≤2r0

r|A′(r)|
A(r)

:= M1(r0) <∞ and sup
0<r≤2r0

r2

A(r)
∫ r
0

t
A(t) dt

:= M2(r0) <∞.

Then by Lemma 1, there exists a positive constant C1 = C1(r0) such that

|x|2|d(x)| = |x|
2uq−1(x)
A(|x|)

≤ C1
|x|2

A(|x|)
∫ |x|
0

t
A(t) dt

≤ C1M2 <∞ (3.14)

for every 0 < |x| ≤ 2r0. From x ∈ Ωy, we have 2r0 > |x| > |y|/3. Hence, using
the definition of ν(y) in (3.11) and η(y) = |y|/8, jointly with (3.14), we get

8η(y)ν(y) = |y| sup
x∈Ωy

√[
A′(|x|)
A(|x|)

]2
+ |d(x)|

≤ 3 sup
0<|x|≤2r0

√[
|x|A′(|x|)

A(|x|)

]2
+ |x|2|d(x)|

≤ 3 sup
0<|x|≤2r0

(
|x||A′(|x|)|

A(|x|)
+ |x|

√
|d(x)|

)
≤ 3(M1 +

√
C1M2) <∞.

This means that η(y)ν(y) is bounded above by a positive constant that is
independent of y for any 0 < |y| ≤ r0. From (3.12) and (3.13), we conclude
(3.8) using a standard covering argument.

Using the Harnack-type inequality in Lemma 2, we prove the following.

Corollary 4 Let u be a positive solution of (1.2) with q > 1. If we have
lim sup|x|→0 u(x)/Φ(x) =∞, then lim|x|→0 u(x)/Φ(x) =∞.

Proof Suppose by contradiction that l := lim inf |x|→0 u(x)/Φ(x) < ∞. Then
there exists a sequence (xn)n≥1 in RN that converges to zero as n→∞ and

lim
n→∞

u(xn)
Φ(xn)

= l.

Fix r0 ∈ (0, 1/4). We can assume that |xn| decreases to zero with 0 < |xn| ≤ r0.
Let n0 be a large positive integer such that

u(xn)
Φ(xn)

≤ l + 1 for every n ≥ n0.

By Lemma 2, there is a constant C > 0 such that (3.8) holds. Thus we have

max
|x|=|xn|

u(x) ≤ C min
|x|=|xn|

u(x) ≤ Cu(xn) ≤ C(l + 1)Φ(xn) (3.15)
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for all n ≥ n0. By the comparison principle on each annulus {x ∈ RN : |xn| <
|x| < |xn0 |} with n > n0, we have

u(x) ≤ C(l + 1)Φ(x) for all 0 < |x| ≤ |xn0 |, (3.16)

which is in contradiction with lim sup|x|→0 u(x)/Φ(x) =∞.

3.3 A regularity result

We fix r0 ∈ (0, 1/4) and let g be a positive continuous function defined on
(0, 4r0]. The following regularity result will be used many times in the paper.

Lemma 3 Let q > 1 and 0 ≤ δ ≤ (2− ϑ)/(q − 1). Let g ∈ RV−δ(0+) satisfy

lim sup
r→0

g(r)
Υ (r)

<∞, (3.17)

where Υ is defined by (3.1). If u is a positive solution of (1.2) and C1 > 0 is
a constant such that

0 < u(x) ≤ C1g(|x|) for 0 < |x| < 2r0, (3.18)

then there exist positive constants C and α ∈ (0, 1) such that

|∇u(x)| ≤ C g(|x|)
|x|

and |∇u(x)−∇u(x′)| ≤ C g(|x|)
|x|1+α

|x− x′|α (3.19)

for any x, x′ in RN satisfying 0 < |x| ≤ |x′| < r0.

Remark 4 If (3.18) holds for g ∈ RV−δ(0+) and 0 ≤ δ < (2 − ϑ)/(q − 1),
then we have g(r)/Υ (r)→ 0 as r → 0 since g/Υ varies regularly at zero with
positive index (2− ϑ)/(q − 1)− δ (see Proposition 9 in Appendix A). On the
other hand, Lemma 1 shows that there exists a constant C1 > 0 such that
(3.18) holds with g ≡ Υ for every positive solution u of (1.2).

Proof We modify an argument in [8, Lemma 4.1], which is similar to [10,
Lemma 1.1]. However, in our case here, we need to take extra care due to the
additional gradient term in (3.9). We set

Γ := {y ∈ RN : 1 < |y| < 7} and Γ ∗ := {y ∈ RN : 2 < |y| < 6}.

Fix β ∈ (0, r0/6) and define Ψβ on Γ as follows

Ψβ(ξ) :=
u(βξ)
g(β)

for every ξ ∈ Γ . (3.20)

Since u ∈ C1(B∗1) is a weak solution of (3.9), we obtain that Ψβ ∈ C1(Γ ) is a
weak solution of

LΨβ(ξ) := ∆Ψβ(ξ) +
N∑
i=1

ciβ(ξ)
∂

∂ξi
Ψβ(ξ) = fβ(ξ) in Γ, (3.21)



Local behaviour of singular solutions 13

where for convenience, we set
ciβ(ξ) :=

ξi
|ξ|
β

A′(β|ξ|)
A(β|ξ|)

for i = 1, . . . , N ;

fβ(ξ) :=
β2[u(βξ)]q

A(β|ξ|)g(β)
for ξ = (ξ1, . . . , ξN ) ∈ Γ .

(3.22)

Notice that ciβ , Ψβ and fβ are in C(Γ ) and thus they belong to L∞(Γ ).

Claim: The L∞-norms of ciβ, Ψβ and fβ are bounded from above by constants
that are independent of β in (0, r0/6).

Indeed, in view of (1.3), we see that

|ciβ(ξ)| ≤ β |A
′(β|ξ|)|

A(β|ξ|)
≤ β|ξ| |A

′(β|ξ|)|
A(β|ξ|)

≤ sup
0<r≤2r0

r|A′(r)|
A(r)

<∞

for every ξ ∈ Γ and i = 1, . . . , N . From the continuity assumption on g ∈
RV−δ(0+), we have that L(t) := tδg(t) is a positive continuous function on
(0, 4r0] that is slowly varying at zero. By Proposition 8, we have

lim
β→0

L(β|ξ|)
L(β)

= 1 uniformly with respect to ξ ∈ Γ.

So, there exist positive constants c1 and c2, which are independent of β, such
that

c1L(β) ≤ L(β|ξ|) ≤ c2L(β) for every β ∈ (0, r0/6) and every ξ ∈ Γ.

In relation to Ψβ given by (3.20), we use (3.18) to obtain that

|Ψβ(ξ)| ≤ C1
g(β|ξ|)
g(β)

= C1|ξ|−δ
L(β|ξ|)
L(β)

≤ C1
L(β|ξ|)
L(β)

≤ C1c2 (3.23)

for every ξ ∈ Γ . This proves that ‖Ψβ‖L∞(Γ ) ≤ C1c2. From (3.18), (3.22) and
Lemma 1, we find that

|fβ(ξ)| ≤ C1(C0)q−1 g(β|ξ|)
g(β)

(β|ξ|)2

A(β|ξ|)
∫ β|ξ|
0

t
A(t) dt

≤ C1(C0)q−1c2 sup
0<r≤2r0

r2

A(r)
∫ r
0

t
A(t) dt

for every ξ ∈ Γ and every β ∈ (0, r0/6). Hence, the L∞-norm of fβ is bounded
from above by a constant independent of β. This concludes the above claim.

By Theorem 8.8 in [11], we infer that Ψβ ∈ W 2,2
loc (Γ ) and LΨβ = fβ a.e.

in Γ , where LΨβ is given by (3.21). Furthermore, by Corollary 9.18 in [11, p.
243], we have Ψβ ∈ W 2,p

loc (Γ ) for p > N . Hence, by Theorem 7.26 in [11, p.
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171], we obtain that Ψβ ∈ C1,α
loc (Γ ) with α = 1−N/p ∈ (0, 1) and there exists

a positive constant C such that

‖∇Ψβ‖C0,α(Γ∗) ≤ C‖Ψβ‖W 2,p(Γ∗). (3.24)

Since Ψβ ∈ W 2,p
loc (Γ ) ∩ Lp(Γ ) is a strong solution of LΨβ = fβ in Γ , by Theo-

rem 9.11 in [11, p. 235], we get the estimate

‖Ψβ‖W 2,p(Γ∗) ≤ C∗
(
‖Ψβ‖Lp(Γ ) + ‖fβ‖Lp(Γ )

)
,

where C∗ is a positive constant depending on N , p and max1≤i≤N ‖ciβ‖L∞(Γ ).
In particular, C∗ is independent of β. Using that Γ is a bounded set, there
exists a positive constant C∗ such that ‖v‖L∞(Γ ) ≤ C∗‖v‖Lp(Γ ) for every
v ∈ L∞(Γ ). It follows that

‖Ψβ‖W 2,p(Γ∗) ≤ C∗C∗(‖Ψβ‖L∞(Γ ) + ‖fβ‖L∞(Γ )).

Thus ‖Ψβ‖W 2,p(Γ∗) is bounded from above by a constant independent of β.
This, jointly with (3.24), shows that there exists a positive constant C̃ inde-
pendent of β such that

‖∇Ψβ‖C0,α(Γ∗) ≤ C̃, where α = 1− N

p
∈ (0, 1). (3.25)

The proof of (3.19), which relies on (3.25), follows now exactly in the same
manner as that of (4.2) in [8, Lemma 4.1]. Thus we skip the details.

Lemma 4 Let q > 1 and let u be a positive solution of (1.2). Then there exist
two positive radial solutions of (1.2) in B∗1/2, say u∗ and u∗, such that

1
K
u ≤ u∗ ≤ u ≤ u∗ ≤ Ku in B∗1/2, (3.26)

where K > 1 is a sufficiently large constant.

Proof We first construct u∗. For any integer n ≥ 3, we define

Dn := {x ∈ RN : 1/n < |x| < 1/2}.

We consider the problem{ − div (A(|x|)∇w) + wq = 0 in Dn,

w(x) = max
|y|=|x|

u(y) for |x| = 1/n and |x| = 1/2. (3.27)

Let wn denote the unique positive C2 solution of (3.27). The uniqueness follows
from the comparison principle. From the invariance of the operator under
rotation, the symmetry of the domain and the boundary data, we have that
wn is radially symmetric in Dn. The comparison principle yields that u ≤
wn ≤ wn+1 in Dn. By the Harnack inequality (Lemma 2), there exists a large
constant K > 1 such that for every n ≥ 3, we have wn(x) ≤ Ku(x) for
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|x| = 1/n and |x| = 1/2. Since Ku is a super-solution of (1.2), the comparison
principle gives that wn ≤ Ku in Dn. Using Lemma 1 and Lemma 3, we find
that, up to a subsequence, wn converges to u∗ in C1

loc(B
∗
1/2) and u∗ is a positive

radial solution of (1.2) in B∗1/2 such that

u ≤ u∗ ≤ Ku in B∗1/2.

To show the existence of u∗, we proceed in a somehow similar fashion. For
n ≥ 3, let vn denote the unique positive solution of the problem{ − div (A(|x|)∇v) + vq = 0 in Dn,

v(x) = min
|y|=|x|

u(y) for |x| = 1/n and |x| = 1/2. (3.28)

Note that we changed only the boundary condition in (3.27). As before, vn
is radially symmetric in Dn. From the comparison principle, we find that
vn+1 ≤ vn ≤ u in Dn. In light of Lemma 2, we have vn ≥ u/K on ∂Dn. Since
u/K is a sub-solution of (1.2), we infer that vn ≥ u/K in Dn. Using again
Lemma 1 and Lemma 3, we conclude that, up to a subsequence, vn → u∗ in
C1

loc(B
∗
1/2) and u∗ is a positive radial solution of (1.2) in B∗1/2 such that

1
K
u ≤ u∗ ≤ u in B∗1/2.

This completes the proof of Lemma 4.

4 Proof of Theorem 2

We first prove that every positive solution of (1.2) which is dominated by Φ
near zero can be extended as a positive continuous solution of (1.2) in B1 (see
Proposition 3). To conclude the assertion of (i), we show that (1.2) has a unique
positive solution satisfying lim|x|→0 u(x)/Φ(x) = 0 and a Dirichlet boundary
condition on ∂B1 (see Proposition 4). Proposition 5 completely proves the
assertion of (iii) and the direct implication of (ii). The converse implication of
(ii) follows by Proposition 3.

Proposition 3 Let q > 1. The following hold:

(a) If u is a positive solution of (1.2) such that lim|x|→0 u(x)/Φ(x) = 0, then

lim
|x|→0

u(x) = θ ∈ (0,∞) and lim
|x|→0

|x| |∇u(x)| = 0. (4.1)

Moreover, u ∈ C1,α
loc (B∗1) for some 0 < α < 1 and satisfies∫

B1

A(|x|)∇u · ∇ϕdx+
∫
B1

uqϕdx = 0 for all ϕ ∈ C1
c (B1). (4.2)

(b) If Φ 6∈ Lq(B1), then lim|x|→0 u(x)/Φ(x) = 0 for any positive solution of
(1.2).
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Proof (a) We set θ := lim sup|x|→0 u(x). From Lemma 4 and Proposition 1(a),
we conclude that

0 < lim inf
|x|→0

u(x) ≤ θ <∞. (4.3)

We fix r0 > 0 small such that B2r0 ⊂⊂ B1. We define F (r) := sup|x|=r u(x)
for r ∈ (0, 2r0). Clearly, we have lim supr→0 F (r) = θ. We now show that
lim infr→0 F (r) = θ. If we assume the contrary, that is lim infr→0 F (r) < θ,
then there exist ε > 0 small and a sequence of positive numbers (tn)n≥1

decreasing to zero as n → ∞ such that F (tn) ≤ θ − ε for every n ≥ 1. Since
lim supr→0 F (r) = θ, then we have

F (t∗) > θ − ε for some small t∗ > 0.

Without loss of generality, we can assume that t∗ < t1 < 1. Let n1 > 1 be
large enough such that tn1 < t∗. We fix n ≥ n1 and set Ω := {x ∈ RN : tn <
|x| < t1}. Since max{F (tn), F (t1)} < F (t∗), we have that supΩ u = supB u for
some ball B ⊂⊂ Ω (that is B ⊂ Ω). Recall that u is a solution of (3.9). Then
by Theorem 8.19 in [11, p. 198] with L defined here as in (3.10) , we conclude
that u is constant in Ω. This is a contradiction, which proves that

lim
r→0

F (r) = θ, where F (r) := sup
|x|=r

u(x). (4.4)

From (4.3), there exists a positive constant C1 such that

0 < u(x) ≤ C1 for every 0 < |x| ≤ 2r0. (4.5)

By applying Lemma 3 with g ≡ 1, we find positive constants C and α ∈ (0, 1)
such that

|∇u(x)| ≤ C

|x|
and |∇u(x)−∇u(x′)| ≤ C |x− x

′|α

|x|1+α
(4.6)

for any x, x′ in RN with 0 < |x| ≤ |x′| < r0. For each r ∈ (0, r0), we introduce
the function U(r) by

U(r)(ξ) := u(rξ) for every ξ ∈ RN with 0 < |ξ| < r0/r. (4.7)

This, together with (4.5) and (4.6), implies that
|U(r)(ξ)| ≤ C1, |∇U(r)(ξ)| ≤

C

|ξ|
,

|∇U(r)(ξ)−∇U(r)(ξ′)| ≤ C
|ξ − ξ′|α

|ξ|1+α

(4.8)

for every ξ, ξ′ in RN with 0 < |ξ| ≤ |ξ′| < r0/r. Since u is a solution of (3.9),
we obtain that U(r) is a positive weak solution of the equation

∆U(r)(ξ) +
r|ξ|A′(r|ξ|)

A(r|ξ|)
ξ

|ξ|2
· ∇U(r)(ξ) = r2

Uq(r)(ξ)

A(r|ξ|)
for 0 < |ξ| < r0/r. (4.9)
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For every fixed ξ ∈ RN \ {0}, we have 0 < |ξ| < r0/r provided that r > 0 is
sufficiently small. Recall that A ∈ RVϑ(0+) and (1.3) holds. Hence, using also
Proposition 9, we deduce that

lim
r→0

r|ξ|A′(r|ξ|)
A(r|ξ|)

= ϑ and lim
r→0

r2

A(r|ξ|)
= 0 for every fixed ξ ∈ RN \ {0}.

Using (4.8), (4.9) and the Arzela–Ascoli Theorem, we have that any sequence
(rn) decreasing to zero as n→∞ contains a subsequence rn such that

U(rn) → U in C1
loc(RN \ {0}), (4.10)

where U satisfies the equation

∆U(x) + ϑ
x

|x|2
· ∇U(x) = 0 in RN \ {0}. (4.11)

We next show that U ≡ θ in RN \ {0}. Let ξrn be on the (N − 1)-dimensional
unit sphere SN−1 in RN such that F (rn) = u(rnξrn). We may assume that
ξrn → ξ0 as n→∞. Using (4.7), we have

U(rn)(ξ) ≤ F (rn|ξ|) for 0 < |ξ| < r0
rn

and U(rn)(ξrn) = F (rn). (4.12)

Letting n→∞ in (4.12), then using (4.4) and (4.10), we obtain that U(ξ) ≤ θ
for every ξ ∈ RN \ {0} and U(ξ0) = θ. Then by the strong maximum prin-
ciple of Theorem 8.19 in [11] applied to U − θ satisfying (4.11), we con-
clude that U(x) = θ for every x ∈ RN \ {0}. From (4.10), we find that
limn→∞ U(rn)(x) = θ and limn→∞∇U(rn)(x) = 0 for every x ∈ RN \{0}. Since
(rn) is an arbitrary sequence decreasing to 0, we derive that limr→0 U(r)(x) = θ
and limr→0∇U(r)(x) = 0 for every x ∈ RN \ {0}. When x = rξ with |ξ| = 1,
we conclude the assertion of (4.1).

To finish the proof of (a), it remains to show (4.2). Let ϕ ∈ C1
c (B1) be fixed

arbitrarily. In light of (4.1) and Assumption A, we see that all the integrals
in (4.2) are well-defined. For every ε > 0 small, we let wε be a non-decreasing
and smooth function on (0,∞) such that

0 < wε(r) < 1 for every r ∈ (ε, 2ε),
wε(r) = 1 for r ≥ 2ε,
wε(r) = 0 for r ∈ (0, ε].

Using ϕwε ∈ C1
c (B∗1) as a test function for (3.9), we find that∫
B1

wεA(|x|)∇u · ∇ϕdx+
∫
B1

uqϕwε dx = −Jε, (4.13)

where we denote

Jε :=
∫
ε<|x|<2ε

A(|x|)ϕ(x)w′ε(|x|)
x

|x|
· ∇u dx.



18 B. Brandolini et al.

We now claim that limε→0 Jε = 0. By (4.1), it is enough to show that as ε→ 0∫
ε<|x|<2ε

A(|x|)
|x|

w′ε(|x|) dx→ 0, that is
∫ 2ε

ε

rN−2A(r)w′ε(r) dr → 0 (4.14)

as ε → 0. This is true because r 7−→ rN−2A(r) is regularly varying at 0
with positive index ϑ + N − 2 so that rN−2A(r) ∼ ζ(r) as r → 0 for some
non-decreasing function ζ with limr→0 ζ(r) = 0 (see Propositions 9 and 10 in
Appendix A). Then passing to the limit ε→ 0 in (4.13), we conclude (4.2).

(b) The assertion follows from Lemma 4 and Proposition 2(b2).

Proposition 4 Let η ∈ C1(∂B1) be a non-negative and non-trivial function.
Then there exists a unique solution of the problem

− div (A(|x|)∇u) + |u|q−1u = 0 in D′(B∗1),

lim
|x|→0

u(x)
Φ(x)

= 0, u = η on ∂B1,

u > 0 in B∗1 .

(4.15)

Moreover, u ∈ C1,α
loc (B∗1) ∩H1(B1) for some 0 < α < 1.

Proof By Lemma 3, we have that any solution u of (4.15) is in C1,α
loc (B∗1) for

some 0 < α < 1. Moreover, we have u ∈ H1(B1). Indeed, from Proposition 3,
we infer that u ∈ W 1,p

loc (B1) for every 1 < p < N . Since η ∈ C1(∂B1) and u ∈
C1(B∗1), by the classical trace theory, there exists a function η̃ ∈ H1(B1\B1/2)
such that η̃ = η on ∂B1 and η̃ = u on ∂B1/2. By the classical regularity theory,
we conclude that u ∈ H1(B1 \B1/2). This proves that u ∈ H1(B1).

Existence. We show that (4.15) has at least a solution. Let C0 > 0 be a
large constant such that C0 ≥ max∂B1 η. For any integer n ≥ 2, let un be the
unique solution of the problem

− div (A(|x|)∇u) + |u|q−1v = 0 in B1 \B1/n,

u(x) = C0 for |x| = 1/n and u = η on ∂B1,

u > 0 in B1 \B1/n.

By the comparison principle, we obtain that

un+1 ≤ un ≤ C0 in B1 \B1/n. (4.16)

By Lemma 3, we conclude that, up to a subsequence, un → u∞ in C1
loc(B

∗
1)

and u∞ is a non-negative solution of (1.2) such that u∞ = η on ∂B1. Since
η 6≡ 0 on ∂B1, by the strong maximum principle (see, for example, [18]), we
find that u∞ > 0 in B∗1 .

Uniqueness. Let u1 and u2 be two solutions of (4.15). Then we have u1 −
u2 ∈ H1

0 (B1). For any small ε > 0, we define wε as in the proof of Proposition 3.
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We set Ωε := B1 \Bε. Since (u1−u2)wε ∈ H1
0 (Ωε), it follows that there exists

a sequence (ϕn)n≥1 in C1
c (Ωε) such that

ϕn → (u1 − u2)wε in H1(Ωε). (4.17)

Using ϕn as a test function in (1.4) for the solutions u1 and u2 on (1.2), then
subtracting these equations, we obtain that∫

Ωε

A(|x|)∇(u1 − u2) · ∇ϕn dx+
∫
Ωε

(uq1 − u
q
2)ϕn dx = 0 (4.18)

for every n ≥ 1. Since A ∈ C1[ε, 1] and (4.17) holds, by passing to the limit
n→∞ in (4.18), we arrive at∫
Ωε

wε(|x|)A(|x|)|∇(u1−u2)|2 dx+
∫
Ωε

(uq1−u
q
2)(u1−u2)wε dx = −Iε, (4.19)

where by Iε we denote

Iε :=
∫
ε<|x|<2ε

A(|x|)(u1 − u2)w′ε(|x|)
x

|x|
· ∇(u1 − u2) dx.

By Proposition 3 and (4.14), we see that limε→0 Iε = 0. Hence, letting ε → 0
in (4.19), we find that∫

B1

A(|x|)|∇(u1 − u2)|2 dx+
∫
B1

(uq1 − u
q
2)(u1 − u2) dx = 0. (4.20)

Since both integrals in (4.20) are non-negative, we find that u1 ≡ u2 in B∗1 .

Proposition 5 Let η ∈ C1(∂B1) be a non-negative function. If Φ ∈ Lq(B1),
then for any λ ∈ (0,∞], there exists a unique solution of the problem

− div (A(|x|)∇u) + |u|q−1u = 0 in D′(B∗1),

lim
|x|→0

u(x)
Φ(x)

= λ, and u = η on ∂B1,

u > 0 in B∗1 .

(4.21)

Conversely, if (1.2) admits a positive solution such that u(x)/Φ(x) converges
to a positive number as |x| → 0, then Φ ∈ Lq(B1).

Proof We first prove the uniqueness of the solution of (4.21) when λ ∈ (0,∞].

Uniqueness. Let u1 and u2 be two solutions of (4.21). If λ ∈ (0,∞), then
clearly lim|x|→0 u1(x)/u2(x) = 1. This property also holds if λ =∞ by Theo-
rem 3(III). Hence, for any ε > 0 fixed, there exists rε ∈ (0, 1) such that

u1(x) ≤ (1 + ε)u2(x) for 0 < |x| ≤ rε.

By the comparison principle, we find that

u1(x) ≤ (1 + ε)u2(x) for rε ≤ |x| ≤ 1.
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Hence, u1 ≤ (1 + ε)u2 in B∗1 . Letting ε → 0 and interchanging u1 and u2, we
have u1 ≡ u2 in B∗1 .

Existence. We show that if λ ∈ (0,∞), then (4.21) has a solution. By
Proposition 1(b1), there exists a unique positive solution u∗ ∈ C2(0, 1] of

u′′∗(r) +
(
N − 1 +

rA′(r)
A(r)

)
u′∗(r)
r

=
uq∗(r)
A(r)

for 0 < r < 1,

lim
r→0

u∗(r)
Φ(r)

= λ, u∗(1) = 1.
(4.22)

Let C0 ≥ 1 be chosen such that C0 ≥ max∂B1 η. By the comparison principle,
we find that

u∗ ≤ λΦ+ C0 for 0 < r ≤ 1. (4.23)

For any integer n ≥ 2, we denote by vn the unique solution of the problem
− div (A(|x|)∇v) + |v|q−1v = 0 in B1 \B1/n,

v(x) = λΦ(x) + C0 for |x| = 1/n and v = η on ∂B1,

v > 0 in B1 \B1/n.

By the comparison principle and the method of sub-super-solutions, we have{
vn+1 ≤ vn ≤ λΦ+ C0 in B1 \B1/n,

u∗ ≤ vn + C0 in B1 \B1/n.
(4.24)

Using again Lemma 3, we obtain that, up to a subsequence, vn → v∞ in
C1

loc(B
∗
1) and v∞ is a positive solution of (1.2) for some 0 < α < 1 such that

v∞ = η on ∂B1. From (4.24), we have

u∗(|x|)− C0 ≤ v∞(x) ≤ λΦ(x) + C0 for 0 < |x| < 1.

Using (4.22), we conclude that lim|x|→0 v∞(x)/Φ(x) = λ.

We prove that (4.21) has also a solution when λ = ∞. To this aim, for
any integer n ≥ 1, we denote by un the unique solution of (4.21) with λ = n.
By the comparison principle, we infer that un ≤ un+1 in B∗1 . Then, by using
Lemmas 1 and 3, we obtain that, up to a subsequence, un → u∞ in C1

loc(B
∗
1),

where u∞ is a solution of (4.21) with λ =∞. Moreover, u∞ is in C1,α
loc (B∗1) for

some α ∈ (0, 1).

Finally, let u be a positive solution of (1.2) such that u(x)/Φ(x) converges
to a positive number as |x| → 0. We show that Φ ∈ Lq(B1). By Lemma 4, there
exists a positive radial solution u∗ of (1.2) in B∗1/2 such that u ≤ u∗ ≤ Ku

in B∗1/2 for some constant K > 1. It follows that lim supr→0 u
∗(r)/Φ(r) is a

positive number. We prove that limr→0 u
∗(r)/Φ(r) exists in (0,∞), then by

applying Proposition 1(b), we conclude that Φ ∈ Lq(B1). Assume by contra-
diction that there exists a constant C such that

lim inf
r→0

u∗(r)
Φ(r)

< C < lim sup
r→0

u∗(r)
Φ(r)

. (4.25)



Local behaviour of singular solutions 21

Then for some sequence (rn)n≥1 decreasing to 0, we have u∗(rn) ≤ CΦ(rn) for
every n ≥ 1. By the comparison principle, we obtain that u∗(r) ≤ CΦ(r) for
every r ∈ (0, r1). This is a contradiction with (4.25). This completes the proof
of Proposition 5.

5 Proof of Theorem 3

Case (I) occurs when lim|x|→0 u(x)/Φ(x) = 0 (see Proposition 3). In Proposi-
tion 6, we prove that Case (II) is valid when lim sup|x|→0 u(x)/Φ(x) ∈ (0,∞).
Finally, in Proposition 7 we conclude that Case (III) occurs for any positive
solution u of (1.2) with lim sup|x|→0 u(x)/Φ(x) =∞.

We first show that

lim
r→0

Φ(r)
Υ (r)

= 0, where Υ is defined by (3.1). (5.1)

By Theorem 5(b) in Appendix A, we have

lim
r→0

rNΦq(r)∫ r
0
tN−1Φq(t) dt

= N − q(N − 2 + ϑ) ≥ 0. (5.2)

From (3.1) and (5.2), we infer that

Φq−1(r)
Υ q−1(r)

∼ [N − q(N − 2 + ϑ)]

∫ r
0

t
A(t) dt

rNΦ(r)

∫ r

0

tN−1Φq(t) dt as r → 0. (5.3)

By using (3.7) and limr→0 rΦ
′(r)/Φ(r) = 2−N − ϑ, we obtain that

lim
r→0

∫ r
0

t
A(t) dt

rNΦ(r)
=

1
2− ϑ

lim
r→0

r2−N

A(r)Φ(r)
=
NωN (ϑ+N − 2)

2− ϑ
. (5.4)

By combining (5.3) and (5.4), we arrive at

Φq−1(r)
Υ q−1(r)

∼ [N − q(N − 2 + ϑ)]
NωN (ϑ+N − 2)

2− ϑ

∫ r

0

tN−1Φq(t) dt as r → 0,

which proves (5.1) since
∫ r
0
tN−1Φq(t) dt→ 0 as r → 0.

Proposition 6 Let q > 1 and Φ ∈ Lq(B1). If u is a positive solution of (1.2)
such that

λ := lim sup
|x|→0

u(x)
Φ(x)

∈ (0,∞), (5.5)

then we have
lim
|x|→0

u(x)
Φ(x)

= λ, lim
|x|→0

x · ∇u(x)
Φ(x)

= −(ϑ− 2 +N)λ,

lim
|x|→0

|x| |∇u(x)|
Φ(x)

= (ϑ− 2 +N)λ.
(5.6)

Moreover, u ∈ C1,α
loc (B∗1) for some 0 < α < 1 and u satisfies (1.8).
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Proof Let r0 > 0 be small such that B2r0(0) ⊂⊂ B1. We define

v(x) :=
u(x)
Φ(x)

for x ∈ B∗1 and G(r) := sup
|x|=r

v(x) for r ∈ (0, 2r0).

Claim A. We have limr→0G(r) = λ.

By using that Φ is the fundamental solution of (1.7), we obtain that v is a
weak solution of

∆v +
(

2
Φ′(|x|)
Φ(x)

+
A′(|x|)
A(|x|)

)
x

|x|
· ∇v =

vqΦq−1(|x|)
A(|x|)

in B∗1 . (5.7)

We rewrite (5.7) as

Lv := ∆v +
N∑
i=1

ci(x)
∂v

∂xi
+ d(x)v = 0 in B∗1 ,

where ci(x) for i = 1, . . . , N and d(x) are given in B∗1 by

ci(x) :=
xi
|x|

(
2
Φ′(|x|)
Φ(x)

+
A′(|x|)
A(|x|)

)
and d(x) := −vq−1Φ

q−1(|x|)
A(|x|)

.

By applying Theorem 8.19 in [11] to v and an argument similar to (4.4), we
conclude the claim.

For each r ∈ (0, r0), we define V(r) as follows

V(r)(ξ) := v(rξ) for every ξ ∈ RN with 0 < |ξ| < r0
r
. (5.8)

Claim B. There exist positive constants C1, C2 and C3 such that
|V(r)(ξ)| ≤ C1, |∇V(r)(ξ)| ≤

C2

|ξ|
,

|∇V(r)(ξ)−∇V(r)(ξ′)| ≤
|ξ − ξ′|α

|ξ|1+α

[
C + C3

(
|ξ − ξ′|
|ξ|

)1−α
] (5.9)

for every ξ, ξ′ in RN with 0 < |ξ| ≤ |ξ′| < r0/r.

From (5.5), we infer that there exists a positive constant C1 such that

0 < u(x) ≤ C1Φ(x) for every 0 < |x| ≤ 2r0. (5.10)

Since Φ is regularly varying at zero with index −(N − 2 + ϑ) such that 0 ≤
N − 2 + ϑ ≤ (2 − ϑ)/(q − 1) and (5.1) holds, we can apply Lemma 3 with
g ≡ Φ. Hence, there exist positive constants C and α ∈ (0, 1) such that

|∇u(x)| ≤ CΦ(x)
|x|

and |∇u(x)−∇u(x′)| ≤ C Φ(x)
|x|1+α

|x− x′|α (5.11)
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for any x, x′ in RN satisfying 0 < |x| ≤ |x′| < r0. We see that V(r)(ξ) given by
(5.8) satisfies

∇V(r)(ξ) = r

(
(∇u)(rξ)
Φ(r|ξ|)

− u(rξ)
Φ2(r|ξ|)

Φ′(r|ξ|) ξ
|ξ|

)
(5.12)

for every 0 < |ξ| < r0/r. The first two inequalities in (5.9) are immediate since

lim
r→0

rΦ′(r)
Φ(r)

= 2−N − ϑ and C0 := sup
0<t<r0

t|Φ′(t)|
Φ(t)

∈ (0,∞). (5.13)

We now show the last inequality in (5.9). In view of (5.12), we can write

∇V(r)(ξ)−∇V(r)(ξ′) = r[T1(r, ξ, ξ′)− T2(r, ξ, ξ′)], (5.14)

where we define T1 and T2 as follows
T1(r, ξ, ξ′) :=

(∇u)(rξ)
Φ(r|ξ|)

− (∇u)(rξ′)
Φ(r|ξ′|)

,

T2(r, ξ, ξ′) := V(r)(ξ)
Φ′(r|ξ|)
Φ(r|ξ|)

ξ

|ξ|
− V(r)(ξ′)

Φ′(r|ξ′|)
Φ(r|ξ′|)

ξ′

|ξ′|
.

Using the triangle inequality, then (5.11) and the mean value theorem, we have

|T1(r, ξ, ξ′)| ≤ |(∇u)(rξ)− (∇u)(rξ′)|
Φ(r|ξ|)

+
|(∇u)(rξ′)|

Φ(r|ξ|)Φ(r|ξ′|)
|Φ(r|ξ|)− Φ(r|ξ′|)|

≤ C |ξ − ξ
′|α

r|ξ|1+α
+ CC0

||ξ| − |ξ′||
r|ξ′||ξ|

≤ C
(
|ξ − ξ′|α

r|ξ|1+α
+ C0

|ξ − ξ′|
r|ξ|2

)
for every 0 < |ξ| ≤ |ξ′| < r0/r, where C0 is given by (5.13). We define

T3(r, ξ, ξ′) :=
Φ′(r|ξ|)
Φ(r|ξ|) |ξ|

ξ − Φ′(r|ξ′|)
Φ(r|ξ′|) |ξ′|

ξ′.

By the mean value theorem and the asymptotic properties of Φ near zero, we
infer that there exists a positive constant C ′ such that

|T3(r, ξ, ξ′)| ≤ C ′ |ξ − ξ
′|

r|ξ|2
for every 0 < |ξ| ≤ |ξ′| < r0

r
.

By the triangle inequality and the first two inequalities in (5.9), we find that

|T2(r, ξ, ξ′)| ≤ |Φ
′(r|ξ|)|
Φ(r|ξ|)

|V(r)(ξ)− V(r)(ξ′)|+ V(r)(ξ′)|T3(r, ξ, ξ′)|

≤ C0C2
|ξ − ξ′|
r|ξ|2

+ C1|T3(r, ξ, ξ′)| ≤ (C0C2 + C1C
′)
|ξ − ξ′|
r|ξ|2

for every 0 < |ξ| ≤ |ξ′| < r0/r. By (5.14) and the above estimates on T1 and
T2, we reach the last inequality in (5.9).

Claim C. The assertion of (5.6) holds.
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The function V(r) given by (5.8) is a positive weak solution of the equation

∆V(r)(ξ) + r

(
2Φ′(r|ξ|)
Φ(r|ξ|)

+
A′(r|ξ|)
A(r|ξ|)

)
ξ · ∇V(r)(ξ)
|ξ|

= r2
Φq−1(r|ξ|)

A(r|ξ|)
V q(r)(ξ)

(5.15)
for 0 < |ξ| < r0/r. Let ξ ∈ RN \ {0} be fixed. Then 0 < |ξ| < r0/r for every
r > 0 small enough. Using (5.1) and the limit in (3.7), we deduce that

lim
r→0

(r|ξ|)2Φ
q−1(r|ξ|)
A(r|ξ|)

= lim
t→0

t2Φq−1(t)
A(t)

= (2− ϑ) lim
t→0

Φq−1(t)
Υ q−1(t)

= 0. (5.16)

Claim B and the Arzela–Ascoli Theorem imply that any sequence (r̄n) de-
creasing to zero as n→∞ contains a subsequence (rn) such that

V(rn) → V in C1
loc(RN \ {0}).

Moreover, V satisfies the equation

∆V (x) + (4− 2N − ϑ)
x

|x|2
· ∇V (x) = 0 in RN \ {0}. (5.17)

This follows from (5.15) by using (1.3), (5.13) and (5.16). From Claim A and
Theorem 8.19 in [11] applied to V − γ satisfying (5.17), we conclude that
V ≡ γ in RN \ {0}. The argument is the same as in Proposition 3 regarding
U ≡ θ in RN \{0}. Thus limr→0 V(r)(x) = γ and limr→0∇V(r)(x) = 0 for every
x ∈ RN \{0}. By letting x = rξ with |ξ| = 1 and using (5.12), we obtain (5.6).

Claim D. We have u ∈ C1,α
loc (B∗1) for some 0 < α < 1 and u satisfies (1.8),

that is∫
B1

A(|x|)∇u · ∇ϕdx+
∫
B1

uqϕdx = λϕ(0) for every ϕ ∈ C1
c (B1). (5.18)

Let ϕ ∈ C1
c (B1) be arbitrarily fixed. By (1.6) and Theorem 5 in Appendix A,

we find that
lim
r→0

rN−1Φ(r)A(r) =
1

NωN (ϑ+N − 2)
. (5.19)

Hence, using (5.6), we obtain that the integrals in (5.18) are well-defined. Let
ε > 0 be small. We define wε as in the proof of Proposition 3 and with a similar
argument, we recover (4.13). Using (5.19), together with (5.6), we obtain that
the right-hand side of (4.13), converges to λϕ(0) as ε→ 0. Hence, letting ε→ 0
in (4.13), we conclude (5.18). This finishes the proof of Proposition 6.

Proposition 7 Let q > 1. Assume that Φ ∈ Lq(B1). If u is a positive solution
of (1.2) such that lim sup|x|→0 u(x)/Φ(x) =∞, then we have

u(x) ∼ ũ(|x|) as |x| → 0, (5.20)

where ũ is given by (1.9).
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Proof Let u be a positive solution of (1.2) with lim sup|x|→0 u(x)/Φ(x) = ∞.
Then Corollary 4 gives that lim|x|→0 u(x)/Φ(x) = ∞. By Lemma 4, there
exist two radial solutions u∗ and u∗ of (1.2) in B∗1/2 such that (3.26) holds. If
q = N/(N − 2 + ϑ), then by Corollary 2, we know that u∗(r) ∼ u∗(r) ∼ ũ(r)
as r → 0 so that (5.20) holds.

To conclude the proof, it remains to show (5.20) when 1 < q < N/(N −
2 + ϑ). We distinguish two cases:

Case 1: If q(N − 2 + ϑ) 6= 4−N − 2ϑ, then by Corollary 1, we obtain (5.20).

Case 2: If q(N−2+ϑ) = 4−N−2ϑ, then we cannot use Corollary 1. We thus
introduce in the spirit of [8] a suitable pair of sub-super-solutions with known
asymptotic behaviour at 0. We divide the proof of (5.20) into three steps.

Step 1: We have lim
|x|→0

u(x)/f(|x|) =∞ for every f ∈ RVp(0+) with 0 > p >

(ϑ− 2)/(q − 1).

Let f ∈ RVp(0+) with 0 > p > (ϑ− 2)/(q − 1). We fix q1 ∈ R such that

q < q1 < min
{

2− ϑ− p
−p

,
N

N − 2 + ϑ

}
. (5.21)

Since lim|x|→0 u(x) =∞ and u is a solution of (1.2), we obtain that

−∆u− A′(|x|)
A(|x|)

x

|x|
· ∇u(x) +

1
A(|x|)

uq1 ≥ 0 for 0 < |x| < 1/2. (5.22)

Similar to u∗ in Lemma 4, we construct a positive solution v∞ of

−v′′(r)−
(
N − 1 +

rA′(r)
A(r)

)
v′(r)
r

+
1

A(r)
vq1 = 0 for 0 < r < 1/2

such that limr→0 v∞(r)/Φ(r) =∞ and v∞(|x|) ≤ u(x) for every 0 < |x| ≤ 1/2.
In view of (5.21) we can use Corollary 1 with q = q1 to obtain that

v∞(r) ∼
[

(q1 − 1)2

N − (N − 2 + ϑ)q1

∫ r

0

t

A(t)
dt

]− 1
q1−1

as r → 0.

Hence, v∞ behaves near zero as a regularly varying function at zero with
index (ϑ − 2)/(q1 − 1). This index is less than p by virtue of (5.21). Thus by
Proposition 9 in Appendix A, we obtain that limr→0 v∞(r)/f(r) = ∞. Since
v∞(|x|) ≤ u(x) for every 0 < |x| ≤ 1/2, we conclude Step 1.

Step 2: Construction of sub- and super-solutions.

Let λ ∈ (0, 1) be any suitably small number. Fix ε ∈ (0, 2−ϑ) small. We define

`±(ε, λ) :=
{

1± λ
q − 1

[(
q ± λ
q − 1

)
(2− ϑ± ε)−N

]} 1
q−1

. (5.23)
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Recall that Υ is defined by (3.1), namely

Υ (r) :=
(∫ r

0

t

A(t)
dt

)− 1
q−1

for every r ∈ (0, 1). (5.24)

Claim: For any small ε > 0, there exists rε > 0 such that for every λ ∈
[0, λ0], the function `+(ε, λ)Υ 1+λ(r) (respectively, `−(ε, λ)Υ 1−λ) is a radial
super-solution (respectively, sub-solution) of (1.2) in B∗rε .

Fix ε > 0 sufficiently small. We need to show that there exists rε > 0 such
that for every λ ∈ [0, λ0], the function v = `+(ε, λ)Υ 1+λ(r) satisfies

−
[
v′′(r) +

(
N − 1 +

rA′(r)
A(r)

)
v′(r)
r

]
+

[v(r)]q

A(r)
≥ 0 for 0 < r < rε, (5.25)

respectively, v = `−(ε, λ)Υ 1−λ(r) satisfies the reverse inequality in (5.25). By
(3.7), we have that for every ε > 0, there exists rε > 0 such that

|B(r)− 2 + ϑ| < ε for all r ∈ (0, rε), where B(r) :=
r2

A(r)
∫ r
0

t
A(t) dt

. (5.26)

Since limr→0 Υ (r) = ∞, we can diminish rε > 0 so that Υ (r) > 1 for every
r ∈ (0, rε) . Using a simple calculation, we find that v±(r) = `±(ε, λ)Υ 1±λ(r)
satisfies 

v′±(r)
r

= `±(ε, λ)
(

1± λ
1− q

)
[Υ (r)]q±λ

A(r)
,

v′′±(r) =
v′±(r)
r

[
1− rA′(r)

A(r)
−
(
q ± λ
q − 1

)
B(r)

]
.

Thus the left-hand side of (5.25), in short LHS of (5.25), with v = `±(ε, λ)Υ 1±λ(r)
is given by

LHS of (5.25) = `±(ε, λ)[Υ (r)]q±λ
T±ε,λ(r)
A(r)

, (5.27)

where we define

T±ε,λ(r) :=
(

1± λ
q − 1

)[
N −

(
q ± λ
q − 1

)
B(r)

]
+ `q−1
± (ε, λ) [Υ (r)]±λ(q−1)

. (5.28)

From (5.27), we see that the claim is proved if ±T±ε,λ(r) ≥ 0 for every r ∈ (0, rε)
and for each λ ∈ [0, λ0]. Using (5.28), jointly with (5.26), we obtain that

±T±ε,λ(r) ≥
(

1± λ
q − 1

)[
N −

(
q ± λ
q − 1

)
(2− ϑ± ε)

]
+ `q−1
± (ε, λ). (5.29)

Our definition of `±(ε, λ) in (5.23) gives that the right-hand side of the in-
equality in (5.29) is equal to zero. Hence, we conclude the claim.

Step 3: Proof of (5.20) completed.
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Fix ε ∈ (0, 2 − ϑ) sufficiently small and λ ∈ (0, λ0]. Let rε > 0 and λ0 be as
in Step 2. Observe that Υ 1±λ is regularly varying at 0 with index (1±λ)(ϑ−2)

q−1 .
Thus Corollary 3 and Step 1 give that

lim
|x|→0

u(x)
Υ 1+λ(|x|)

= 0, lim
|x|→0

u(x)
Υ 1−λ(|x|)

=∞. (5.30)

Set Mε := max|x|=rε u(x) and ` = limε→0(limλ→0 `±(ε, λ)). Then from (5.23),
we obtain that `−(ε, λ) < ` < `+(ε, λ) for λ ∈ (0, λ0]. Clearly, u(x) + `Υ (rε) is
a super-solution of (1.2) in B∗rε , while Step 2 gives that `+(ε, λ)Υ 1+λ +Mε is
a super-solution of (1.2) in B∗rε . From (5.30) and the comparison principle, we
find that for every λ ∈ (0, λ0]

`+(ε, λ)Υ 1+λ(|x|) +Mε ≥ u(x), u(x) + `Υ (rε) ≥ `−(ε, λ)Υ 1−λ(|x|)

for every 0 < |x| ≤ rε. The above inequalities also hold when λ is replaced by
0 (by taking λ→ 0). Hence, we have

lim sup
|x|→0

u(x)
Υ (|x|)

≤ lim
λ→0

`+(ε, λ), lim inf
|x|→0

u(x)
Υ (|x|)

≥ lim
λ→0

`−(ε, λ). (5.31)

By letting ε go to zero in (5.31), we obtain that

lim
|x|→0

u(x)
Υ (|x|)

=
[
N − (N − 2 + ϑ)q

(q − 1)2

] 1
q−1

. (5.32)

From (5.24) and (5.32), we conclude the proof of (5.20).

A Regular variation theory

We recall the notion of regular variation at zero and some properties of regularly varying
functions. For more details, we refer to [1] and [21].

Definition 3 A positive measurable function L defined on an interval (0, b] for some b > 0
is called slowly varying at (the right of) zero if

lim
t→0

L(λt)

L(t)
= 1 for every λ > 0.

A function f is called regularly varying at 0 with real index ρ, or f ∈ RVρ(0+) in short, if
f(t) = tρL(t) for some function L which is slowly varying at 0.

Thus for almost all purposes, it is enough to study the properties of slowly varying
functions.

Proposition 8 (Uniform Convergence Theorem) If L is a slowly varying function at
zero, then L(ξt)/L(t)→ 1 as t→ 0, uniformly on each compact ξ-set in (0,∞).

It may be easily proved that a slowly varying function is locally bounded.
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Theorem 4 (Representation Theorem) The function L is slowly varying at 0 if and
only if it can be written in the form

L(t) = η(t) exp

„Z t

b

ε(r)

r
dr

«
, 0 < t ≤ b

for some b > 0, where η is a measurable function on (0, b] satisfying limt→0 η(t) = η ∈
(0,+∞) and ε is a continuous function such that limt→0 ε(t) = 0.

If η(t) is replaced by a constant η, then the new function is referred to as a normalized
slowly varying function. In this case, ε(t) = tL′(t)/L(t) for 0 < t ≤ b. Conversely, any
function L̃ ∈ C1(0, b] which is positive and satisfies limt→0 tL̃′(t)/L̃(t) = 0 is a normalized
slowly varying function.

Remark 5 Any slowly varying function at zero is asymptotically equivalent to a normalized
slowly varying one.

Proposition 9 (Elementary properties of slowly varying functions) Let L be a
slowly varying function at zero. The following properties hold:

(a) tmL(t)→ 0 and t−mL(t)→∞ as t→ 0 for every m > 0;
(b) L(t)m is slowly varying for every m ∈ R;
(c) If L1 is also slowly varying, then so are L(t)L1(t) and L(t) + L1(t).

Proposition 10 (Monotone equivalents) A positive, measurable function L is slowly
varying at zero if and only if, for every m > 0, there exist a non-increasing function f and
a non-decreasing function g such that

t−mL(t) ∼ f(t), tmL(t) ∼ g(t) (as t→ 0).

Theorem 5 (Karamata’s Theorem; direct half) Let f vary regularly at zero with
index ρ and be locally bounded on (0, b]. Then

(a) for any σ ≥ ρ− 1, we have

lim
t→0

t−σ−1f(t)R b
t r
−σ−2f(r) dr

= σ − ρ+ 1;

(b) for any σ < ρ− 1 (and for σ = ρ− 1 if
R
0 r
−ρ−1f(r) dr < +∞), we have

lim
t→0

t−σ−1f(t)R t
0 r
−σ−2f(r) dr

= −σ + ρ− 1.

Karamata’s Theorem tells us how regularly varying functions behave when multiplied
by powers and integrated. It is a remarkable fact that such a behaviour can only arise in
the case of regular variation, as we can deduce from the following result.

Theorem 6 (Karamata’s theorem: converse half) Let f be a positive and locally
integrable function on (0, b].

(a) If for some σ > ρ− 1, we have

lim
t→0

t−σ−1f(t)R b
t r
−σ−2f(r) dr

= σ − ρ+ 1,

then f varies regularly at zero with index ρ;
(b) If for some σ < ρ− 1, we have

lim
t→0

t−σ−1f(t)R t
0 r
−σ−2f(r) dr

= −σ + ρ− 1,

then again f varies regularly at zero with index ρ.
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26. L. Véron, Singular solutions of some nonlinear elliptic equations, Nonlinear Anal. 5
(1981) 225–242.
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