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#### Abstract

We investigate the asymptotic properties of a finite-time horizon linearquadratic optimal control problem driven by a multiscale stochastic process with multiplicative Brownian noise. We approach the problem by considering the associated differential Riccati equation and reformulating it as a classical and deterministic singular perturbation problem. Asymptotic properties of this deterministic problem can be gathered from the well-known Tikhonov Theorem. Consequently, we are able to propose two approximation methods to the value function of the stochastic optimal control problem. The first is by constructing an approximately optimal control process whilst the second is by finding the direct limit to the value function. Both approximation methods rely on the existence of a solution to a coupled differential-algebraic Riccati equation with certain stability properties - this is the main difficulty of the paper.
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## 1. Introduction

In this paper, we study a class of linear-quadratic optimal control problems on a finite time interval $[0, T]$. The main assumption is that the dynamical system is comprised of a slow process $X_{1}$ and a fast process $X_{2}^{\epsilon}$ satisfying the following linear stochastic differential equations with multiplicative noise
$\left\{\begin{array}{l}d X_{1}(t)=\left[A_{11} X_{1}(t)+A_{12} X_{2}^{\epsilon}(t)+B_{1} u(t)\right] d t+\left[C_{11} X_{1}(t)+C_{12} X_{2}^{\epsilon}(t)+D_{1} u(t)\right] d W(t), \\ d X_{2}^{\epsilon}(t)=\frac{1}{\epsilon}\left[A_{21} X_{1}(t)+A_{22} X_{2}^{\epsilon}(t)+B_{2} u(t)\right] d t+\frac{1}{\sqrt{\epsilon}}\left[C_{21} X_{1}(t)+C_{22} X_{2}^{\epsilon}(t)+D_{2} u(t)\right] d W(t), \\ X_{1}(0)=x_{1}, X_{2}^{\epsilon}(0)=x_{2},\end{array}\right.$
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where $\epsilon$ is a small positive parameter representing the ratio between the evolutionary speeds of the slow and fast processes. The objective of the optimal control problem is to minimise a quadratic cost functional with respect to the control process $u$. Our interests lie in deriving estimates for the value function to the optimal control problem when $\epsilon$ is small. Naturally, a reduced version of the optimal control problem when $\epsilon$ is formally set to be zero should be considered. However, care needs to be exercised in the fast component due to the degenerate nature of the differential term. For this reason, convergence problems of this type are non-trivial and are commonly referred to as singular perturbation problems. Suitably, we shall refer to the optimal control problem described in this paper as a singularly perturbed linear-quadratic stochastic optimal control problem, or Problem (SLQP) for short.

Singularly perturbed stochastic optimal control problems have been studied under various formulations and assumptions, see for example $[1,2,4,5,12,13,14,17,18,19,23,24]$. Specifically, in the non-linear case, Alvarez and Bardi [1] formulate the value function as the viscosity solution of a Hamilton-Jacobi-Bellman (HJB) equation, whilst assuming the drift, diffusion and cost functions to be periodic in the fast variable. This assumption amongst others is necessary to ensure the stability of the fast component of the system and the solvability of a reduced HJB equation characterised by a so-called effective Hamiltonian. A similar treatment of the non-linear case was also studied by Guatteri and Tessitore [12] but under an infinite dimensional state space. In this case, the authors approach the problem by expressing the value function as the solution of a backwards stochastic differential equation (BSDE) under dissipativity stability assumptions in the drift of the fast variable. In the linear-quadratic setting, a common approach is to take a first-order representation of the solution to the associated Riccati equation. This was first done in the deterministic setting by Kokotovic and Sannuti $[17,23]$ and more recently, in the infinite time horizon version of Problem (SLQP) by Dragon et al. [5].

Traditionally, the benefits of studying singular perturbation problems are twofold. First, asymptotic estimates can be made using the solution of the reduced problem when $\epsilon$ is formally set to be zero, which in some cases are more straightforward to solve such as when the state equations are deterministic or have additive noise, see [17, 23]. Second, the reduced problem is of a lower order of dimensionality and thus reduces the complexity of the original singular perturbation problem. Applications of the deterministic singularly perturbed optimal control problems has seen active research across a variety of disciplines
such as aerospace engineering, biology and chemistry, see the extensive surveys by Naidu [20, 21] and references therein. In the stochastic setting, singularly perturbed optimal control has been recently applied to problems in filtering for optimal control problems in finance with partial information by Fouque et al. [8, 9] and Kushner [19].

It is well-known that for $\epsilon$ fixed, the optimal control and value function of Problem (SLQP) can be characterised in terms of the solution to the associated Riccati equation, see [30]. By writing the unique solution of the Riccati equation in a first-order representation [ $5,16,29]$, the Riccati equation can be rewritten in terms of a system of ODEs, which we call the full system. We observe that the full system is in the form of a classical and deterministic singular perturbation problem. Moreover, when $\epsilon$ is formally set to 0 , we obtain a so-called reduced system that can be shown to be equivalent to a coupled differential-algebraic Riccati equation of reduced dimensionality. The asymptotic relationship between solutions to the full and reduced systems is non-trivial as the solution of the reduced system is unable to satisfy all the boundary conditions prescribed by the full system. Using the theory of Tikhonov [15, 27], the gap in the asymptotic relationship between the full and reduced systems is shown to be resolved by the boundary-layer problem. This is the centrepiece of the paper. From this result, we propose two approaches to estimate the value function of the Problem (SLQP). The first one is by constructing an approximately optimal control process based on the solution to the reduced system. The second one is by directly applying the Tikhonov results to obtain the limiting value function. Both approaches give estimates of the value function with an error of order $O(\epsilon)$.

To the best of our knowledge, Problem (SLQP) on a finite time horizon has not been studied in literature. In the non-linear case [1, 12], the cost function is assumed to be uniformly Lipschitz in the state variables and thus excludes the quadratic case, as in our paper. Our approach adopts the same first-order representation outlined in the infinite time version [5] and deterministic case [17, 23]. For this approach to work, we require the existence of the solution to the reduced system with stability properties. It can be shown that the reduced system is equivalent to a pair of so-called reduced differential-algebraic Riccati equations (DARE). In the case of the deterministic case [17, 23], which can be easily extended to include additive noise, the reduced DARE is decoupled and thus, the solvability is well-known. However in our case, the multiplicative noise leads to a coupled reduced DARE. The solvability of such a coupled DARE is the main difficulty of this paper
and, to the best of our understanding, has not been studied in literature. For this reason, we regard this as a significant contribution of this paper.

The paper proceeds as follows: In Section 2, we formulate rigorously Problem (SLQP), the associated Riccati equation and the optimality results. In Section 3, we partition the solution of the Riccati equation using the first-order representation and derive the full and reduced systems. Sections 4 and 5 are dedicated to showing that the reduced system is equivalent to a coupled reduced DARE and the existence of a stabilising solution. In Section 6 , we tie together the previous three sections via the Tikhonov theorem and establish the convergence properties of the solution to the Riccati equation. Finally, in Section 7 we formulate an approximating optimal feedback control process based on the solution of the reduced system as well as the limiting value function.

## 2. Mathematical Formulation

2.1. Notation. Given a real and separable Hilbert space $E$, the inner product of its elements is denoted by $\langle\cdot, \cdot\rangle_{E}$ and the associated norm as $|\cdot|_{E}$. If $G=E \times F$ is the Cartesian product of the Hilbert spaces $E$ and $F$ then $G$ endowed with the inner product $\langle\cdot, \cdot\rangle_{G}=\langle\cdot, \cdot\rangle_{E}+\langle\cdot, \cdot\rangle_{F}$ is also a Hilbert space. For the most part, when there is no confusion, we will drop the subscript in the inner product and norm. For matrices in the space $\mathbb{R}^{n \times n}$, we will write $\mathbb{S}^{n}$ as the space of symmetric matrices, $\mathbb{S}_{+}^{n}$ as the space of non-negative (or positive semi-definite) symmetric matrices and $\mathbb{S}_{++}^{n}$ as the space of positive (definite) symmetric matrices. For a matrix $M$, we shall use the notation $M^{*}$ to denote the transpose of $M$ and $M^{-*}$ to denote the inverse of the transpose.

Let $T>0$ be a finite time horizon and let $W=(W(t))_{0 \leq t \leq T}$ be a 1-dimensional Brownian motion defined on a complete filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), \mathbb{P}\right)$, where $\left(\mathcal{F}_{t}\right)$ is the natural filtration of $W$ augmented by all the $\mathbb{P}$-null sets in $\mathcal{F}$. We define the following spaces of processes with respect to the Hilbert space $E$ :

- $C([0, T] ; E)$ is the space of continuous mappings $F:[0, T] \rightarrow E$ equipped with the norm

$$
\|F\|_{C([0, T] ; E)}:=\sup _{t \in[0, T]}|F(t)|_{E}
$$

- $L_{\mathcal{F}}^{2}(\Omega \times[0, T] ; E)$ is the space of equivalence classes of processes $F \in L^{2}(\Omega \times[0, T] ; E)$ admitting a predictable version and equipped with the norm

$$
\|F\|_{L_{\mathcal{F}}^{2}(\Omega \times[0, T] ; E)}:=\left(\mathbb{E} \int_{0}^{T}|F(t)|_{E}^{2} d t\right)^{1 / 2}
$$

For short, we will write $\mathbb{A}_{T}^{n}:=L_{\mathcal{F}}^{2}\left(\Omega \times[0, T] ; \mathbb{R}^{n}\right)$.

- $L_{\mathcal{F}}^{2}(\Omega ; C([0, T] ; E))$ is the space of predictable processes $F: \Omega \times[0, T] \rightarrow E$ with continuous paths in $E$ equipped with the norm

$$
\|F\|_{L_{\mathcal{F}}^{2}(\Omega ; C([0, T] ; E))}:=\left(\mathbb{E} \sup _{t \in[0, T]}|F(t)|_{E}^{2}\right)^{1 / 2}
$$

For short, we will write $\mathbb{H}_{T}^{n}:=L_{\mathcal{F}}^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}^{n}\right)\right)$.
2.2. Problem Formulation. For arbitrary $x_{1} \in \mathbb{R}^{n_{1}}, x_{2} \in \mathbb{R}^{n_{2}}$ and fixed $0<\epsilon \leq 1$, the processes $X_{1}=\left(X_{1}(t)\right)_{0 \leq t \leq T}$ and $X_{2}^{\epsilon}=\left(X_{2}^{\epsilon}(t)\right)_{0 \leq t \leq T}$ are governed by the following linear stochastic differential equations with multiplicative noise

$$
\left\{\begin{align*}
d X_{1}(t)= & {\left[A_{11} X_{1}(t)+A_{12} X_{2}^{\epsilon}(t)+B_{1} u(t)\right] d t }  \tag{2.1}\\
& +\left[C_{11} X_{1}(t)+C_{12} X_{2}^{\epsilon}(t)+D_{1} u(t)\right] d W(t) \\
d X_{2}^{\epsilon}(t)= & \frac{1}{\epsilon}\left[A_{21} X_{1}(t)+A_{22} X_{2}^{\epsilon}(t)+B_{2} u(t)\right] d t \\
& +\frac{1}{\sqrt{\epsilon}}\left[C_{21} X_{1}(t)+C_{22} X_{2}^{\epsilon}(t)+D_{2} u(t)\right] d W(t) \\
X_{1}(0)= & x_{1}, X_{2}^{\epsilon}(0)=x_{2}
\end{align*}\right.
$$

where $u=(u(t))_{0 \leq t \leq T}$ is the control process taking values in $\mathbb{R}^{k}$ and $A_{i j}, B_{i}, C_{i j}, D_{i}$ are deterministic, time-independent matrices of appropriate dimensions. Typically, $X_{1}$ is referred to as the slow process and $X_{2}^{\epsilon}$ is referred to as the fast process due to the presence of $\epsilon$. Let $n=n_{1}+n_{2}$. The above system of equations can be written in under a compact formulation

$$
\left\{\begin{array}{l}
d X^{\epsilon}(t)=\left[A^{\epsilon} X^{\epsilon}(t)+B^{\epsilon} u(t)\right] d t+\left[C^{\epsilon} X^{\epsilon}(t)+D^{\epsilon} u(t)\right] d W(t)  \tag{2.2}\\
X^{\epsilon}(0)=x:=\binom{x_{1}}{x_{2}}
\end{array}\right.
$$

where for all $t \in[0, T]$,

$$
\left\{\begin{array}{l}
X^{\epsilon}(t)=\binom{X_{1}(t)}{X_{2}^{\epsilon}(t)}, \quad A^{\epsilon}=\left(\begin{array}{cc}
A_{11} & A_{12} \\
\frac{1}{\epsilon} A_{21} & \frac{1}{\epsilon} A_{22}
\end{array}\right), \quad B^{\epsilon}=\binom{B_{1}}{\frac{1}{\epsilon} B_{2}}, \\
C^{\epsilon}=\left(\begin{array}{cc}
C_{11} & C_{12} \\
\frac{1}{\sqrt{\epsilon}} C_{21} & \frac{1}{\sqrt{\epsilon}} C_{22}
\end{array}\right), \quad D^{\epsilon}=\binom{D_{1}}{\frac{1}{\sqrt{\epsilon}} D_{2}} .
\end{array}\right.
$$

The goal of the optimal control problem is to minimise the cost functional

$$
\begin{align*}
J^{\epsilon}(x ; u)= & \frac{1}{2} \mathbb{E} \int_{0}^{T}\left[\left\langle Q_{11} X_{1}(t), X_{1}(t)\right\rangle+2\left\langle Q_{12}^{*} X_{1}(t), X_{2}^{\epsilon}(t)\right\rangle\right. \\
& \left.+\left\langle Q_{22} X_{2}^{\epsilon}(t), X_{2}^{\epsilon}(t)\right\rangle+\langle R u(t), u(t)\rangle\right] d t  \tag{2.3}\\
= & \frac{1}{2} \mathbb{E} \int_{0}^{T}\left[\left\langle Q X^{\epsilon}(t), X^{\epsilon}(t)\right\rangle+\langle R u(t), u(t)\rangle\right] d t
\end{align*}
$$

with respect to $u$ from the set of admissible controls $\mathbb{A}_{T}^{k}:=L_{\mathcal{F}}^{2}\left(\Omega \times[0, T] ; \mathbb{R}^{k}\right)$. Here $Q_{i j}$ and $R$ are matrices of appropriate dimensions and

$$
Q=\left(\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{12}^{*} & Q_{22}
\end{array}\right)
$$

If $u$ is admissible (i.e. $u \in \mathbb{A}_{T}^{k}$ ) then equation (2.2) admits a unique solution $X^{\epsilon} \in \mathbb{H}_{T}^{n}:=$ $L_{\mathcal{F}}^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}^{n}\right)\right)$ for every $0<\epsilon \leq 1$. Thus, the coupled system of equations (2.1) also admits a unique solution $\left(X_{1}, X_{2}^{\epsilon}\right) \in \mathbb{H}_{T}^{n_{1}} \times \mathbb{H}_{T}^{n_{2}}$ for every $0<\epsilon \leq 1$. Moreover, the cost functional (2.3) is well-defined for all $u \in \mathbb{A}_{T}^{k}$. We shall refer to the optimal control problem described by (2.2) and (2.3) as the singularly perturbed stochastic linearquadratic optimal control problem, or Problem (SLQP) for short. Moreover, we say that $V^{\epsilon}(x)=\inf _{u \in \mathbb{A}_{T}^{k}} J^{\epsilon}(x ; u)$ is the value function of Problem (SLQP). Finally, the associated Riccati equation is given by

$$
\left\{\begin{array}{l}
\frac{d P^{\epsilon}}{d t}+\left(A^{\epsilon}\right)^{*} P^{\epsilon}+P^{\epsilon} A^{\epsilon}+\left(C^{\epsilon}\right)^{*} P^{\epsilon} C^{\epsilon}+Q  \tag{2.4}\\
\quad-\left[\left(B^{\epsilon}\right)^{*} P^{\epsilon}+\left(D^{\epsilon}\right)^{*} P^{\epsilon} C^{\epsilon}\right]^{*}\left[R+\left(D^{\epsilon}\right)^{*} P^{\epsilon} D^{\epsilon}\right]^{-1}\left[\left(B^{\epsilon}\right)^{*} P^{\epsilon}+\left(D^{\epsilon}\right)^{*} P^{\epsilon} C^{\epsilon}\right]=0 \\
R+\left(D^{\epsilon}\right)^{*} P^{\epsilon}(t) D^{\epsilon}>0, \quad \forall t \in[0, T] \\
P^{\epsilon}(T)=0
\end{array}\right.
$$

Going forward, the main assumptions of the paper are stated in Assumption 2.1. The first assumption is sufficient for the existence and uniqueness of a solution to the Riccati equation as well as an optimal control. The second assumption is needed in Section 3 to show that the reduced system is equivalent to a reduced differential-algebraic Riccati equation. Finally, the last assumption is sufficient to show that the reduced differentialalgebraic Riccati equation admits a unique stablising solution. This is shown in Section 5.

Assumption 2.1. Suppose the following holds:
(1) The matrices $Q$ and $R$ are strictly positive definite;
(2) $A_{22}$ is invertible;
(3) $\left[A_{22}, C_{22}\right]$ is $L^{2}$-stable. That is, if for any $x_{2} \in \mathbb{R}^{n}$, the solution to

$$
\begin{equation*}
d X_{2}(t)=A_{22} X_{2}(t) d t+C_{22} X_{2}(t) d W(t), \quad X_{2}(0)=x_{2}, \tag{2.5}
\end{equation*}
$$

is a continuous $\mathcal{F}$-adapted process satisfying

$$
\mathbb{E} \int_{0}^{\infty}\left|X_{2}(t)\right|^{2} d t<\infty
$$

Lemma 2.2. Suppose that Assumption 2.1-(1) holds. Then, for every $0<\epsilon \leq 1$, the Riccati equation (2.4) admits a unique solution $P^{\epsilon} \in C\left([0, T] ; \mathbb{S}_{+}^{n}\right)$.

Proof. See Theorem 7.2 in Chapter 6 of [30].
Next, we state the well-known optimality result, which characterises the optimal control and value function in terms of the unique positive semi-definite solution to the Riccati equation.

Theorem 2.3. Suppose that Assumption 2.1-(1) holds. Let $P^{\epsilon} \in C\left([0, T] ; \mathbb{S}_{+}^{n}\right)$ be the unique solution to the Riccati equation (2.4). Then, for every $0<\epsilon \leq 1$, Problem (SLQP) admits an unique optimal control $\widehat{u}^{\epsilon} \in \mathbb{A}_{T}^{k}$ given by

$$
\begin{equation*}
\widehat{u}^{\epsilon}(t)=\widehat{F}^{\epsilon}(t) \widehat{X}^{\epsilon}(t), \quad \forall t \in[0, T], \tag{2.6}
\end{equation*}
$$

where $\widehat{X}^{\epsilon}(t)=X^{\epsilon}\left(t ; \widehat{u}^{\epsilon}(t)\right)$ and the feedback operator $\widehat{F}^{\epsilon}$ is defined by

$$
\begin{equation*}
\widehat{F}^{\epsilon}(t)=-\left(R+\left(D^{\epsilon}\right)^{*} P^{\epsilon}(t) D^{\epsilon}\right)^{-1}\left[\left(B^{\epsilon}\right)^{*} P^{\epsilon}(t)+\left(D^{\epsilon}\right)^{*} P^{\epsilon}(t) C^{\epsilon}\right], \quad \forall t \in[0, T] \tag{2.7}
\end{equation*}
$$

Moreover, the value function is given by

$$
\begin{equation*}
V^{\epsilon}(x)=\frac{1}{2}\left\langle P^{\epsilon}(0) x, x\right\rangle \tag{2.8}
\end{equation*}
$$

Proof. See Theorem 6.1 in Chapter 6 of [30].

## 3. Singular perturbation of the Riccati equation

The goal of this section is to reformulate the Riccati equation (2.4) as a classical and deterministic singular perturbation problem. Let us partition the solution $P^{\epsilon}$ to the Riccati equation (2.4) in the first-order form

$$
P^{\epsilon}(t)=\left(\begin{array}{cc}
P_{11}^{\epsilon}(t) & \epsilon P_{12}^{\epsilon}(t)  \tag{3.1}\\
\epsilon\left(P_{12}^{\epsilon}(t)\right)^{*} & \epsilon P_{22}^{\epsilon}(t)
\end{array}\right), \quad \forall t \in[0, T]
$$

Moreover, let

$$
\begin{align*}
\Delta^{\epsilon}(t) & =R+\left(D^{\epsilon}\right)^{*} P^{\epsilon}(t) D^{\epsilon} \\
& =R+D_{1}^{*} P_{11}^{\epsilon}(t) D_{1}+\sqrt{\epsilon}\left[D_{2}^{*}\left(P_{12}^{\epsilon}(t)\right)^{*} D_{1}+D_{1}^{*} P_{12}^{\epsilon}(t) D_{2}\right]+D_{2}^{*} P_{22}^{\epsilon}(t) D_{2} \tag{3.2}
\end{align*}
$$

Applying the partition (3.1) to the Riccati equation (2.4), we obtain a system of differential equations, which we call the full system

$$
\begin{cases}\frac{d P_{11}^{\epsilon}}{d t}+f\left(P_{11}^{\epsilon}, P_{12}^{\epsilon}, P_{22}^{\epsilon}, \epsilon\right)=0, & P_{11}^{\epsilon}(T)=0  \tag{3.3a}\\ \epsilon \frac{d P_{12}^{\epsilon}}{d t}+g_{1}\left(P_{11}^{\epsilon}, P_{12}^{\epsilon}, P_{22}^{\epsilon}, \epsilon\right)=0, & P_{12}^{\epsilon}(T)=0 \\ \epsilon \frac{d P_{22}^{\epsilon}}{d t}+g_{2}\left(P_{11}^{\epsilon}, P_{12}^{\epsilon}, P_{22}^{\epsilon}, \epsilon\right)=0, & P_{22}^{\epsilon}(T)=0 \\ \Delta^{\epsilon}(t)>0 \quad \forall t \in[0, T] \text { a.e., }\end{cases}
$$

where the functions $f, g_{1}$ and $g_{2}$ are defined as

$$
\begin{align*}
& f\left(P_{11}^{\epsilon}, P_{12}^{\epsilon}, P_{22}^{\epsilon}, \epsilon\right)  \tag{3.4}\\
& =A_{11}^{*} P_{11}^{\epsilon}+P_{11}^{\epsilon} A_{11}+A_{21}^{*}\left(P_{12}^{\epsilon}\right)^{*}+P_{12}^{\epsilon} A_{21}+C_{11}^{*} P_{11}^{\epsilon} C_{11} \\
& \quad+\sqrt{\epsilon}\left(C_{21}^{*}\left(P_{12}^{\epsilon}\right)^{*} C_{11}+C_{11}^{*} P_{12}^{\epsilon} C_{21}\right)+C_{21}^{*} P_{22}^{\epsilon} C_{21}+Q_{11} \\
& \quad-\left[B_{1}^{*} P_{11}^{\epsilon}+B_{2}^{*}\left(P_{12}^{\epsilon}\right)^{*}+D_{1}^{*} P_{11}^{\epsilon} C_{11}+\sqrt{\epsilon}\left(D_{2}^{*}\left(P_{12}^{\epsilon}\right)^{*} C_{11}+D_{1}^{*} P_{12}^{\epsilon} C_{21}\right)+D_{2}^{*} P_{22}^{\epsilon} C_{21}\right]^{*}\left(\Delta^{\epsilon}\right)^{-1} \\
& \quad \quad\left[B_{1}^{*} P_{11}^{\epsilon}+B_{2}^{*}\left(P_{12}^{\epsilon}\right)^{*}+D_{1}^{*} P_{11}^{\epsilon} C_{11}+\sqrt{\epsilon}\left(D_{2}^{*}\left(P_{12}^{\epsilon}\right)^{*} C_{11}+D_{1}^{*} P_{12}^{\epsilon} C_{21}\right)+D_{2}^{*} P_{22}^{\epsilon} C_{21}\right]
\end{align*}
$$

$$
\begin{align*}
& g_{1}\left(P_{11}^{\epsilon}, P_{12}^{\epsilon}, P_{22}^{\epsilon}, \epsilon\right)  \tag{3.5}\\
& =\epsilon A_{11}^{*} P_{12}^{\epsilon}+P_{11}^{\epsilon} A_{12}+A_{21}^{*} P_{22}^{\epsilon}+P_{12}^{\epsilon} A_{22}+C_{11}^{*} P_{11}^{\epsilon} C_{12} \\
& \quad+\sqrt{\epsilon}\left(C_{21}^{*}\left(P_{12}^{\epsilon}\right)^{*} C_{12}+C_{11}^{*} P_{12}^{\epsilon} C_{22}\right)+C_{21}^{*} P_{22}^{\epsilon} C_{22}+Q_{12} \\
& \quad-\left[B_{1}^{*} P_{11}^{\epsilon}+B_{2}^{*}\left(P_{12}^{\epsilon}\right)^{*}+D_{1}^{*} P_{11}^{\epsilon} C_{11}+\sqrt{\epsilon}\left(D_{2}^{*}\left(P_{12}^{\epsilon}\right)^{*} C_{11}+D_{1}^{*} P_{12}^{\epsilon} C_{21}\right)+D_{2}^{*} P_{22}^{\epsilon} C_{21}\right]^{*}\left(\Delta^{\epsilon}\right)^{-1} \\
& \quad \quad\left[\epsilon B_{1}^{*} P_{12}^{\epsilon}+B_{2}^{*} P_{22}^{\epsilon}+D_{1}^{*} P_{11}^{\epsilon} C_{12}+\sqrt{\epsilon}\left(D_{2}^{*}\left(P_{12}^{\epsilon}\right)^{*} C_{12}+D_{1}^{*} P_{12}^{\epsilon} C_{22}\right)+D_{2}^{*} P_{22}^{\epsilon} C_{22}\right]
\end{align*}
$$

$$
\begin{align*}
& g_{2}\left(P_{11}^{\epsilon}, P_{12}^{\epsilon}, P_{22}^{\epsilon}, \epsilon\right)  \tag{3.6}\\
& \quad=A_{22}^{*} P_{22}^{\epsilon}+P_{22}^{\epsilon} A_{22}+\epsilon\left(A_{12}^{*} P_{12}^{\epsilon}+\left(P_{12}^{\epsilon}\right)^{*} A_{12}\right)+C_{12}^{*} P_{11}^{\epsilon} C_{12} \\
& \quad+\sqrt{\epsilon}\left(C_{22}^{*}\left(P_{12}^{\epsilon}\right)^{*} C_{12}+C_{12}^{*} P_{12}^{\epsilon} C_{22}\right)+C_{22}^{*} P_{22}^{\epsilon} C_{22}+Q_{22} \\
& \quad-\left[\epsilon B_{1}^{*} P_{12}^{\epsilon}+B_{2}^{*} P_{22}^{\epsilon}+D_{1}^{*} P_{11}^{\epsilon} C_{12}+\sqrt{\epsilon}\left(D_{2}^{*}\left(P_{12}^{\epsilon}\right)^{*} C_{12}+D_{1}^{*} P_{12}^{\epsilon} C_{22}\right)+D_{2}^{*} P_{22}^{\epsilon} C_{22}\right]^{*}\left(\Delta^{\epsilon}\right)^{-1} \\
& \quad\left[\epsilon B_{1}^{*} P_{12}^{\epsilon}+B_{2}^{*} P_{22}^{\epsilon}+D_{1}^{*} P_{11}^{\epsilon} C_{12}+\sqrt{\epsilon}\left(D_{2}^{*}\left(P_{12}^{\epsilon}\right)^{*} C_{12}+D_{1}^{*} P_{12}^{\epsilon} C_{22}\right)+D_{2}^{*} P_{22}^{\epsilon} C_{22}\right] .
\end{align*}
$$

It is clear that we have the following lemmas.

Lemma 3.1. For fixed $0<\epsilon \leq 1$, the full system admits a solution $\left(P_{11}^{\epsilon}, P_{12}^{\epsilon}, P_{22}^{\epsilon}\right) \in$ $C\left([0, T] ; \mathbb{S}_{+}^{n_{1}}\right) \times C\left([0, T] ; \mathbb{R}^{n_{1} \times n_{2}}\right) \times C\left([0, T] ; \mathbb{S}_{+}^{n_{2}}\right)$ if and only if the Riccati equation (2.4) admits a solution $P^{\epsilon} \in C\left([0, T] ; \mathbb{S}_{+}^{n}\right)$.

Lemma 3.2. Suppose that Assumption 2.1-(1) holds. Then the full system admits a unique solution $\left(P_{11}^{\epsilon}, P_{12}^{\epsilon}, P_{22}^{\epsilon}\right) \in C\left([0, T] ; \mathbb{S}_{+}^{n_{1}}\right) \times C\left([0, T] ; \mathbb{R}^{n_{1} \times n_{2}}\right) \times C\left([0, T] ; \mathbb{S}_{+}^{n_{2}}\right)$.

A well-known approach to analysing the asymptotic behaviour of dynamical systems represented in the form of the full system (3.3) as $\epsilon$ tends towards zero is by applying a version of the Tikhonov theorem [15, 27]. This approach has been used in the context of Riccati equations; both in the differential [17, 23] and algebraic [5] cases. As an initial step, we need to consider the differential-algebraic system when $\epsilon$ is formally set to be 0 in
the full system. In this case, we obtain the following so-called reduced system

$$
\left\{\begin{array}{l}
\frac{d \bar{P}_{11}}{d t}+f\left(\bar{P}_{11}, \bar{P}_{12}, \bar{P}_{22}, 0\right), \quad \bar{P}_{11}(T)=0,  \tag{3.7a}\\
g_{1}\left(\bar{P}_{11}, \bar{P}_{12}, \bar{P}_{22}, 0\right)=0, \\
g_{2}\left(\bar{P}_{11}, \bar{P}_{12}, \bar{P}_{22}, 0\right)=0, \\
\bar{\Delta}(t)>0, \quad \forall t \in[0, T] \text { a.e. },
\end{array}\right.
$$

where $\bar{\Delta}(t)=R+D_{1}^{*} \bar{P}_{11}(t) D_{1}+D_{2}^{*} \bar{P}_{22}(t) D_{2}$.
A prerequisite to applying the Tikhonov theorem is to show that the reduced system admits a solution $\left(\bar{P}_{11}, \bar{P}_{12}, \bar{P}_{22}\right)$ such that $\left(\bar{P}_{12}, \bar{P}_{22}\right)$ is an isolated root of (3.7b)-(3.7c) and $\bar{P}_{11}$ is unique relative to this isolated root. We will dedicate the next two sections showing this.

## 4. Equivalence to the reduced differential-Algebraic Riccati equation

In this section, we show that the reduced system (3.7) is equivalent to a coupled differential-algebraic Riccati equaiton. For $A_{22}$ invertible, let us define the matrices

$$
\left\{\begin{array}{l}
A_{s}=A_{11}-A_{12} A_{22}^{-1} A_{21}, B_{s}=B_{1}-A_{12} A_{22}^{-1} B_{2}  \tag{4.1}\\
C_{1 s}=C_{11}-C_{12} A_{22}^{-1} A_{21}, C_{2 s}=C_{21}-C_{22} A_{22}^{-1} A_{21} \\
D_{1 s}=D_{1}-C_{12} A_{22}^{-1} B_{2}, D_{2 s}=D_{2}-C_{22} A_{22}^{-1} B_{2} \\
Q_{s}=Q_{11}-Q_{12} A_{22}^{-1} A_{21}-A_{21}^{*} A_{22}^{-*} Q_{12}^{*}+A_{21}^{*} A_{22}^{-*} Q_{22} A_{22}^{-1} A_{21} \\
L_{s}=B_{2}^{*} A_{22}^{-*}\left(Q_{22} A_{22}^{-1} A_{21}-Q_{12}^{*}\right), R_{s}=R+B_{2}^{*} A_{22}^{-*} Q_{22} A_{22}^{-1} B_{2}
\end{array}\right.
$$

Let $\bar{\Delta}_{s}(t):=R_{s}+D_{1 s}^{*} \bar{P}_{11}(t) D_{1 s}+D_{2 s}^{*} \bar{P}_{22}(t) D_{2 s}$. Consider the following coupled differentialalgebraic system of equations

$$
\left\{\begin{array}{l}
\frac{d \bar{P}_{11}}{d t}+A_{s}^{*} \bar{P}_{11}+\bar{P}_{11} A_{s}+C_{1 s}^{*} \bar{P}_{11} C_{1 s}  \tag{4.2a}\\
\quad+C_{2 s}^{*} \bar{P}_{22} C_{2 s}-M_{s}^{*} \bar{\Delta}_{s}^{-1} M_{s}+Q_{s}=0, \quad \bar{P}_{11}(T)=0, \\
A_{22}^{*} \bar{P}_{22}+\bar{P}_{22} A_{22}+C_{12}^{*} \bar{P}_{11} C_{12}+C_{22}^{*} \bar{P}_{22} C_{22}-M_{2}^{*} \bar{\Delta}^{-1} M_{2}+Q_{22}=0, \\
\bar{\Delta}_{s}(t)>0, \quad \forall t \in[0, T] \text { a.e., } \\
\bar{\Delta}(t)>0, \quad \forall t \in[0, T] \text { a.e., }
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
M_{s}=B_{s}^{*} \bar{P}_{11}+D_{1 s}^{*} \bar{P}_{11} C_{1 s}+D_{2 s}^{*} \bar{P}_{22} C_{2 s}+L_{s} \\
M_{2}=B_{2}^{*} \bar{P}_{22}+D_{1}^{*} \bar{P}_{11} C_{12}+D_{2}^{*} \bar{P}_{22} C_{22}
\end{array}\right.
$$

We call the above system the reduced differential-algebraic Riccati equation or reduced DARE for short. The existence of a solution to the reduced DARE and consequently the reduced system, is the focus of Section 5.

The equivalence between the reduced system (3.7) and the reduced DARE (4.2) follows in the same way as in the infinite time horizon counterpart [5]. We will include this derivation for completeness. It is convenient to begin by introducing the operators ( $\bar{F}_{1}, \bar{F}_{2}$ ) defined as

$$
\left\{\begin{array}{l}
\bar{F}_{1}(t)=-\bar{\Delta}^{-1}(t)\left[B_{1}^{*} \bar{P}_{11}(t)+B_{2}^{*} \bar{P}_{12}^{*}(t)+D_{1}^{*} \bar{P}_{11}(t) C_{11}+D_{2}^{*} \bar{P}_{22}(t) C_{21}\right],  \tag{4.3a}\\
\bar{F}_{2}(t)=-\bar{\Delta}^{-1}(t)\left[B_{2}^{*} \bar{P}_{22}(t)+D_{1}^{*} \bar{P}_{11}(t) C_{12}+D_{2}^{*} \bar{P}_{22}(t) C_{22}\right]
\end{array}\right.
$$

As a result, we can write the reduced system (3.7) as

Before we show the equivalence, we state some invertibility results.
Lemma 4.1. Suppose that Assumption 2.1-(2) holds and $A_{22}+B_{2} \bar{F}_{2}$ is invertible. Then the matrix $I+\bar{F}_{2} A_{22}^{-1} B_{2}$ is invertible where

$$
\begin{equation*}
\left(I+\bar{F}_{2} A_{22}^{-1} B_{2}\right)^{-1}=I-\bar{F}_{2}\left(A_{22}+B_{2} \bar{F}_{2}\right)^{-1} B_{2} . \tag{4.5}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\left(A_{22}+B_{2} \bar{F}_{2}\right)^{-1}=A_{22}^{-1}-A_{22}^{-1} B_{2}\left(I+\bar{F}_{2} A_{22}^{-1} B_{2}\right)^{-1} \bar{F}_{2} A_{22}^{-1} \tag{4.6}
\end{equation*}
$$

Proof. To see that $I-\bar{F}_{2}\left(A_{22}+B_{2} \bar{F}_{2}\right)^{-1} B_{2}$ is the inverse of $I+\bar{F}_{2} A_{22}^{-1} B_{2}$, observe that

$$
\begin{aligned}
{[I} & \left.+\bar{F}_{2} A_{22}^{-1} B_{2}\right]\left[I-\bar{F}_{2}\left(A_{22}+B_{2} \bar{F}_{2}\right)^{-1} B_{2}\right] \\
& =I+\bar{F}_{2}\left[A_{22}^{-1}-\left(A_{22}+B_{2} \bar{F}_{2}\right)^{-1}-A_{22}^{-1} B_{2} \bar{F}_{2}\left(A_{22}+B_{2} \bar{F}_{2}\right)^{-1}\right] B_{2} \\
& =I+\bar{F}_{2}\left[A_{22}^{-1}\left(A_{22}+B_{2} \bar{F}_{2}\right)-I-A_{22}^{-1} B_{2} \bar{F}_{2}\right]\left(A_{22}+B_{2} \bar{F}_{2}\right)^{-1} B_{2} \\
& =I .
\end{aligned}
$$

Using (4.5) we can show (4.6) as follows

$$
\begin{aligned}
A_{22}^{-1} B_{2}\left(I+\bar{F}_{2} A_{22}^{-1} B_{2}\right)^{-1} \bar{F}_{2} A_{22}^{-1}= & A_{22}^{-1} B_{2} \bar{F}_{2} A_{22}^{-1}-A_{22}^{-1} B_{2} \bar{F}_{2}\left(A_{22}+B_{2} \bar{F}_{2}\right)^{-1} B_{2} \bar{F}_{2} A_{22}^{-1} \\
= & A_{22}^{-1} B_{2} \bar{F}_{2} A_{22}^{-1} \\
& -A_{22}^{-1}\left(A_{22}+B_{2} \bar{F}_{2}-A_{22}\right)\left(A_{22}+B_{2} \bar{F}_{2}\right)^{-1} B_{2} \bar{F}_{2} A_{22}^{-1} \\
= & \left(A_{22}+B_{2} \bar{F}_{2}\right)^{-1} B_{2} \bar{F}_{2} A_{22}^{-1} \\
= & \left(A_{22}+B_{2} \bar{F}_{2}\right)^{-1}\left(A_{22}+B_{2} \bar{F}_{2}-A_{22}\right) A_{22}^{-1} \\
= & A_{22}^{-1}-\left(A_{22}+B_{2} \bar{F}_{2}\right)^{-1} .
\end{aligned}
$$

We state the equivalence result below.
Theorem 4.2. Suppose that Assumption 2.1-(2) holds and $A_{22}+B_{2} \bar{F}_{2}$ is invertible. Then the solution $\left(\bar{P}_{11}, \bar{P}_{12}, \bar{P}_{22}\right)$ to the reduced system is equivalent to the solution ( $\bar{P}_{11}, \bar{P}_{22}$ ) to the reduced differential-algebraic Riccati equation with

$$
\begin{align*}
\bar{P}_{12}=- & {\left[\bar{P}_{11} A_{12}+A_{21}^{*} \bar{P}_{22}+C_{11}^{*} \bar{P}_{11} C_{12}+C_{21}^{*} \bar{P}_{22} C_{22}\right.} \\
& \left.+Q_{12}+\left(\bar{P}_{11} B_{1}+C_{11}^{*} \bar{P}_{11} D_{1}+C_{21}^{*} \bar{P}_{22} D_{2}\right) \bar{F}_{2}\right]\left[A_{22}+B_{2} \bar{F}_{2}\right]^{-1} . \tag{4.7}
\end{align*}
$$

Proof. First, using the invertibility of $A_{22}+B_{2} \bar{F}_{2}$, we can make $\bar{P}_{12}$ the subject in (3.7b) to obtain (4.7). Second, without any computation, the equation (3.7c) is precisely the reduced algebraic Riccati equation (4.2b). Finally, to show that (3.7a) is equivalent to (4.2a) we will look to eliminate the $\bar{P}_{12}$ terms in the prior. To this end, we use the invertibility assumption of $A_{22}$ to rewrite (4.4b) as

$$
\begin{equation*}
\bar{P}_{12}=\left[\bar{F}_{1}^{*} \overline{\Delta F}_{2}-\bar{P}_{11} A_{12}-A_{21}^{*} \bar{P}_{22}-C_{11}^{*} \bar{P}_{11} C_{12}-C_{21}^{*} \bar{P}_{22} C_{22}-Q_{12}\right] A_{22}^{-1} \tag{4.8}
\end{equation*}
$$

Substituting (4.8) into the right-hand side of (4.4a), we obtain

$$
\begin{aligned}
H:= & A_{11}^{*} \bar{P}_{11}+\bar{P}_{11} A_{11}+A_{21}^{*} \bar{P}_{12}^{*}+\bar{P}_{12} A_{21} \\
& +C_{11}^{*} \bar{P}_{11} C_{11}+C_{21}^{*} \bar{P}_{22} C_{21}+Q_{11}-\bar{F}_{1}^{*} \overline{\Delta F}_{1} \\
= & A_{11}^{*} \bar{P}_{11}+\bar{P}_{11} A_{11}+C_{11}^{*} \bar{P}_{11} C_{11}+C_{21}^{*} \bar{P}_{22} C_{21}+Q_{11}-\bar{F}_{1}^{*} \overline{\Delta F}_{1} \\
& +A_{21}^{*} A_{22}^{-*}\left[\bar{F}_{1}^{*} \overline{\Delta F_{2}}-\bar{P}_{11} A_{12}-A_{21}^{*} \bar{P}_{22}-C_{11}^{*} \bar{P}_{11} C_{12}-C_{21}^{*} \bar{P}_{22} C_{22}-Q_{12}\right]^{*} \\
& +\left[\bar{F}_{1}^{*} \overline{\Delta F}_{2}-\bar{P}_{11} A_{12}-A_{21}^{*} \bar{P}_{22}-C_{11}^{*} \bar{P}_{11} C_{12}-C_{21}^{*} \bar{P}_{22} C_{22}-Q_{12}\right] A_{22}^{-1} A_{21} \\
= & A_{s}^{*} \bar{P}_{11}+\bar{P}_{11} A_{s}-A_{21}^{*} A_{22}^{-*} \bar{P}_{22} A_{21}-A_{21}^{*} \bar{P}_{22} A_{22}^{-1} A_{21} \\
& +C_{11}^{*} \bar{P}_{11} C_{11}-A_{21}^{*} A_{22}^{-*} C_{12}^{*} \bar{P}_{11} C_{11}-C_{11}^{*} \bar{P}_{11} C_{12} A_{22}^{-1} A_{21} \\
& +C_{21}^{*} \bar{P}_{22} C_{21}-A_{21}^{*} A_{22}^{-*} C_{22}^{*} \bar{P}_{22} C_{21}-C_{21}^{*} \bar{P}_{22} C_{22} A_{22}^{-1} A_{21} \\
& +Q_{11}-A_{21}^{*} A_{22}^{-*} Q_{12}^{*}-Q_{12} A_{22}^{-1} A_{21}+A_{21}^{*} A_{22}^{-*} \bar{F}_{2}^{*} \overline{\Delta F}_{1}+\bar{F}_{1}^{*} \overline{\Delta F}_{2} A_{22}^{-1} A_{21}-\bar{F}_{1}^{*} \overline{\Delta F}_{1} .
\end{aligned}
$$

Completing the square, we have that

$$
\begin{aligned}
H= & A_{s}^{*} \bar{P}_{11}+\bar{P}_{11} A_{s}-A_{21}^{*} A_{22}^{-*} \bar{P}_{22} A_{21}-A_{21}^{*} \bar{P}_{22} A_{22}^{-1} A_{21} \\
& +C_{1 s}^{*} \bar{P}_{11} C_{1 s}+C_{2 s}^{*} \bar{P}_{22} C_{2 s}-\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right]^{*} \bar{\Delta}\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right] \\
& -\left[C_{12} A_{22}^{-1} A_{21}\right]^{*} \bar{P}_{11}\left[C_{12} A_{22}^{-1} A_{21}\right]-\left[C_{22} A_{22}^{-1} A_{21}\right]^{*} \bar{P}_{22}\left[C_{22} A_{22}^{-1} A_{21}\right] \\
& +Q_{11}-A_{21}^{*} A_{22}^{-*} Q_{12}^{*}-Q_{12} A_{22}^{-1} A_{21}+A_{21}^{*} A_{22}^{-*} \bar{F}_{2}^{*} \overline{\Delta F}_{2} A_{22}^{-1} A_{21} .
\end{aligned}
$$

From (4.4c), we have that

$$
\begin{aligned}
H= & A_{s}^{*} \bar{P}_{11}+\bar{P}_{11} A_{s}-A_{21}^{*} A_{22}^{-*} \bar{P}_{22} A_{21}-A_{21}^{*} \bar{P}_{22} A_{22}^{-1} A_{21} \\
& +C_{1 s}^{*} \bar{P}_{11} C_{1 s}+C_{2 s}^{*} \bar{P}_{22} C_{2 s}-\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right]^{*} \bar{\Delta}\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right] \\
& -\left[C_{12} A_{22}^{-1} A_{21}\right]^{*} \bar{P}_{11}\left[C_{12} A_{22}^{-1} A_{21}\right]-\left[C_{22} A_{22}^{-1} A_{21}\right]^{*} \bar{P}_{22}\left[C_{22} A_{22}^{-1} A_{21}\right] \\
& +Q_{11}-A_{21}^{*} A_{22}^{-*} Q_{12}^{*}-Q_{12} A_{22}^{-1} A_{21} \\
& +A_{21}^{*} A_{22}^{-*}\left[A_{22}^{*} \bar{P}_{22}+\bar{P}_{22} A_{22}+C_{12}^{*} \bar{P}_{11} C_{12}+C_{22}^{*} \bar{P}_{22} C_{22}+Q_{22}\right] A_{22}^{-1} A_{21} \\
= & A_{s}^{*} \bar{P}_{11}+\bar{P}_{11} A_{s}+C_{1 s}^{*} \bar{P}_{11} C_{1 s}+C_{2 s}^{*} \bar{P}_{22} C_{2 s}+Q_{s}-\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right]^{*} \bar{\Delta}\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right] .
\end{aligned}
$$

Now, observe that using (4.4c), we have

$$
\begin{aligned}
{\left[I+\bar{F}_{2} A_{22}^{-1} B_{2}\right]^{*} } & \bar{\Delta} \\
= & \left.I+\bar{F}_{2} A_{22}^{-1} B_{2}\right] \\
= & \bar{\Delta}+\overline{\Delta F}_{2} A_{22}^{-1} B_{2}+B_{2}^{*} A_{22}^{-*} \bar{F}_{2}^{*} \bar{\Delta}+B_{2}^{*} A_{22}^{-*} \bar{F}_{2}^{*} \overline{\Delta F}_{2} A_{22}^{-1} B_{2} \\
= & \bar{\Delta}+\overline{\Delta F}_{2} A_{22}^{-1} B_{2}+B_{2}^{*} A_{22}^{-*} \bar{F}_{2}^{*} \bar{\Delta} \\
& +B_{2}^{*} A_{22}^{-*}\left[A_{22}^{*} \bar{P}_{22}+\bar{P}_{22} A_{22}+C_{12}^{*} \bar{P}_{11} C_{12}+C_{22}^{*} \bar{P}_{22} C_{22}+Q_{22}\right] A_{22}^{-1} B_{2} \\
= & R+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} \bar{P}_{22} D_{2}+B_{2}^{*} A_{22}^{-1} Q_{22} A_{22}^{-1} B_{2} \\
& +\left[B_{2}^{*} \bar{P}_{22}+\overline{\Delta F}_{2}\right] A_{22}^{-1} B_{2}+B_{2}^{*} A_{22}^{-*}\left[\bar{F}_{2}^{*} \bar{\Delta}+\bar{P}_{22} B_{2}\right] \\
& +B_{2}^{*} A_{22}^{-*}\left[C_{12}^{*} \bar{P}_{11} C_{12}+C_{22}^{*} \bar{P}_{22} C_{22}\right] A_{22}^{-1} B_{2} .
\end{aligned}
$$

Using (4.3b) and completing the square, we have that

$$
\begin{aligned}
{\left[I+\bar{F}_{2} A_{22}^{-1} B_{2}\right]^{*} \bar{\Delta} } & {\left[I+\bar{F}_{2} A_{22}^{-1} B_{2}\right] } \\
= & R_{s}+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} \bar{P}_{22} D_{2} \\
& -\left[D_{1}^{*} \bar{P}_{11} C_{12}+D_{2}^{*} \bar{P}_{22} C_{22}\right] A_{22}^{-1} B_{2}-B_{2}^{*} A_{22}^{-*}\left[D_{1}^{*} \bar{P}_{11} C_{12}+D_{2}^{*} \bar{P}_{22} C_{22}\right]^{*} \\
& +B_{2}^{*} A_{22}^{-*}\left[C_{12}^{*} \bar{P}_{11} C_{12}+C_{22}^{*} \bar{P}_{22} C_{22}\right] A_{22}^{-1} B_{2} \\
= & R_{s}+D_{1 s}^{*} \bar{P}_{11} D_{1 s}+D_{2 s}^{*} \bar{P}_{22} D_{2 s} \\
= & \bar{\Delta}_{s}
\end{aligned}
$$

This shows that $\bar{\Delta}>0$ implies $\bar{\Delta}_{s}>0$. Moreover, by Lemma 4.1, we have that

$$
\begin{equation*}
\bar{\Delta}=\left[I+\bar{F}_{2} A_{22}^{-1} B_{2}\right]^{-*} \bar{\Delta}_{s}\left[I+\bar{F}_{2} A_{22}^{-1} B_{2}\right]^{-1} \tag{4.9}
\end{equation*}
$$

Applying (4.9) to $H$, we have that

$$
\begin{aligned}
H= & A_{s}^{*} \bar{P}_{11}+\bar{P}_{11} A_{s}+C_{1 s}^{*} \bar{P}_{11} C_{1 s}+C_{2 s}^{*} \bar{P}_{22} C_{2 s}+Q_{s} \\
& -\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right]^{*}\left[I+\bar{F}_{2} A_{22}^{-1} B_{2}\right]^{-*} \bar{\Delta}_{s}\left[I+\bar{F}_{2} A_{22}^{-1} B_{2}\right]^{-1}\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right] .
\end{aligned}
$$

Lastly, we need to show that

$$
\begin{equation*}
\bar{\Delta}_{s}\left[I+\bar{F}_{2} A_{22}^{-1} B_{2}\right]^{-1}\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right]=-M_{s} \tag{4.10}
\end{equation*}
$$

To do so, we can use (4.9) to obtain

$$
\begin{aligned}
\bar{\Delta}_{s}\left[I+\bar{F}_{2} A_{22}^{-1} B_{2}\right]^{-1}\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right]= & {\left[I+\bar{F}_{2} A_{22}^{-1} B_{2}\right]^{*} \bar{\Delta}\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right] } \\
= & \overline{\Delta F}_{1}-\overline{\Delta F}_{2} A_{22}^{-1} A_{21}+B_{2}^{*} A_{22}^{-*} \bar{F}_{2}^{*} \overline{\Delta F}_{1} \\
& -B_{2}^{*} A_{22}^{-*} \bar{F}_{2}^{*} \overline{\Delta F}_{2} A_{22}^{-1} A_{21} .
\end{aligned}
$$

Applying (4.3a), (4.3b), (4.4b) and (4.4c), we obtain

$$
\begin{aligned}
\bar{\Delta}_{s}[ & \left.I+\bar{F}_{2} A_{22}^{-1} B_{2}\right]^{-1}\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right] \\
= & -\left[B_{1}^{*} \bar{P}_{11}+B_{2}^{*} \bar{P}_{12}^{*}+D_{1}^{*} \bar{P}_{11} C_{11}+D_{2}^{*} \bar{P}_{22} C_{21}\right] \\
& +\left[B_{2}^{*} \bar{P}_{22}+D_{1}^{*} \bar{P}_{11} C_{12}+D_{2}^{*} \bar{P}_{22} C_{22}\right] A_{22}^{-1} A_{21} \\
& +B_{2}^{*} A_{22}^{-*}\left[A_{12}^{*} \bar{P}_{11}+\bar{P}_{22} A_{21}+A_{22}^{*} \bar{P}_{12}^{*}+C_{12}^{*} \bar{P}_{11} C_{11}+C_{22}^{*} \bar{P}_{22} C_{21}+Q_{12}^{*}\right] \\
& -B_{2}^{*} A_{22}^{-*}\left[A_{22}^{*} \bar{P}_{22}+\bar{P}_{22} A_{22}+C_{12}^{*} \bar{P}_{11} C_{12}+C_{22}^{*} \bar{P}_{22} C_{22}+Q_{22}\right] A_{22}^{-1} A_{21} .
\end{aligned}
$$

Finally, by completing the squares, we obtain

$$
\begin{aligned}
\bar{\Delta}_{s}\left[I+\bar{F}_{2} A_{22}^{-1} B_{2}\right]^{-1}\left[\bar{F}_{1}-\bar{F}_{2} A_{22}^{-1} A_{21}\right]= & -B_{s}^{*} \bar{P}_{11}-D_{1 s}^{*} \bar{P}_{11} C_{1 s}-D_{2 s}^{*} \bar{P}_{22} C_{2 s} \\
& -B_{2}^{*} A_{22}^{-*} Q_{22} A_{22}^{-1} A_{21}+B_{2}^{*} A_{22}^{-*} Q_{12}^{*} \\
= & -B_{s}^{*} \bar{P}_{11}-D_{1 s}^{*} \bar{P}_{11} C_{1 s}-D_{2 s}^{*} \bar{P}_{22} C_{2 s} \\
& -B_{2}^{*} A_{22}^{-*}\left[Q_{22} A_{22}^{-1} A_{21}-Q_{12}^{*}\right] \\
= & -B_{s}^{*} \bar{P}_{11}-D_{1 s}^{*} \bar{P}_{11} C_{1 s}-D_{2 s}^{*} \bar{P}_{22} C_{2 s}-L_{s} \\
= & -M_{s} .
\end{aligned}
$$

This completes the proof.

## 5. Well-posedness of the reduced differential-algebraic Riccati equation

The goal of this section is to show the existence of a solution to the reduced DARE and consequently, the existence of a solution to the reduced system (3.7) as well. We begin with a useful lemma on Lyapunov equations.

Lemma 5.1. Let $\Theta \in L^{2}\left([0, T] ; \mathbb{R}^{k \times n_{1}}\right)$. Denote $P \in C\left([0, T] ; \mathbb{S}^{n_{1}}\right)$ as the solution of the following Lyapunov equation

$$
\left\{\begin{array}{l}
\frac{d P}{d t}+(A+B \Theta)^{*} P+P(A+B \Theta)+(C+D \Theta)^{*} P(C+D \Theta)  \tag{5.1}\\
\quad+\Theta^{*} R \Theta+S^{*} \Theta+\Theta^{*} S+Q=0, \quad t \in[0, T] \\
P(T)=0 \in \mathbb{S}^{n_{1}}
\end{array}\right.
$$

where the matrices $A, B, C, D, Q, R$ and $S$ are of appropriate dimensions. If the matrix

$$
\mathcal{M}_{1}:=\left[\begin{array}{cc}
Q & S^{*}  \tag{5.2}\\
S & R
\end{array}\right]>0
$$

then, for every $\Theta \in L^{2}\left([0, T] ; \mathbb{R}^{k \times n_{1}}\right)$, the Lyapunov equation (5.1) admits a unique solution $P \in C\left([0, T] ; \mathbb{S}^{n_{1}}\right)$ satisfying

$$
\begin{equation*}
R+D^{*} P(t) D \geq \lambda I, \text { and } P(t) \geq \alpha I, \quad \forall t \in[0, T], \tag{5.3}
\end{equation*}
$$

where $\alpha \geq 0$ and $\lambda>0$.
Proof. Consider the minimisation problem described by the quadratic cost functional

$$
J(x ; u)=\frac{1}{2} \mathbb{E} \int_{0}^{T}\left\langle\left[\begin{array}{cc}
Q & S^{*}  \tag{5.4}\\
S & R
\end{array}\right]\left[\begin{array}{c}
X(t) \\
u(t)
\end{array}\right],\left[\begin{array}{c}
X(t) \\
u(t)
\end{array}\right]\right\rangle d t, \quad u \in \mathbb{A}_{T}^{k},
$$

subject to the linear stochastic differential equation

$$
\left\{\begin{array}{l}
d X(t)=[A X(t)+B u(t)] d t+[C X(t)+D u(t)] d W(t), \quad t \in[0, T]  \tag{5.5}\\
X(0)=x
\end{array}\right.
$$

From (5.2), we have that

$$
\begin{equation*}
J(0 ; u) \geq \lambda \mathbb{E} \int_{0}^{T}|u(t)|^{2} d t, \quad \forall u \in \mathbb{A}_{T}^{k} \tag{5.6}
\end{equation*}
$$

where $\lambda>0$. In addition, from Corollary 4.7 of [11] and Theorem 6.1 in Chapter 6 of [30], we have that the value function defined on the time horizon $[s, T]$ satisfies

$$
\begin{equation*}
V(s, x) \geq \alpha|x|^{2}, \quad \forall(s, x) \in[t, T] \times \mathbb{R}^{n_{1}}, \tag{5.7}
\end{equation*}
$$

for some $\alpha \geq 0$. The result then follows from Proposition 4.4 of [25].
Next we derive some properties about the algebraic Riccati equation perturbed by the parameter $\bar{P}_{11}$.

Lemma 5.2. Fix $\bar{P}_{11} \in \mathbb{S}_{+}^{n_{1}}$. Suppose that Assumption 2.1 holds. Then the algebraic Riccati equation

$$
\left\{\begin{array}{l}
A_{22}^{*} \bar{P}_{22}+\bar{P}_{22} A_{22}+C_{22}^{*} \bar{P}_{22} C_{22}+\left[Q_{22}+C_{12}^{*} \bar{P}_{11} C_{12}\right]  \tag{5.8}\\
\quad-\left[B_{2}^{*} \bar{P}_{22}+D_{2}^{*} \bar{P}_{22} C_{22}+D_{1}^{*} \bar{P}_{11} C_{12}\right]^{*}\left[\left(R+D_{1}^{*} \bar{P}_{11} D_{1}\right)+D_{2}^{*} \bar{P}_{22} D_{2}\right]^{-1} \\
\quad\left[B_{2}^{*} \bar{P}_{22}+D_{2}^{*} \bar{P}_{22} C_{22}+D_{1}^{*} \bar{P}_{11} C_{12}\right]=0, \\
R+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} \bar{P}_{22} D_{2}>0,
\end{array}\right.
$$

admits a solution $\bar{P}_{22}^{+} \in \mathbb{S}_{++}^{n_{2}}$ unique in the set of positive semi-definite solutions. In addition:
(1) The operator $A_{22}+B_{2} \bar{F}_{2}$ has eigenvalues with a negative real part where

$$
\begin{align*}
& \bar{F}_{2}\left(\bar{P}_{11}\right)=-\left(R+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} \bar{P}_{22}^{+} D_{2}\right)^{-1} \\
& \quad\left[B_{2}^{*} \bar{P}_{22}^{+}+D_{2}^{*} \bar{P}_{22}^{+} C_{22}+D_{1}^{*} \bar{P}_{11} C_{12}\right] . \tag{5.9}
\end{align*}
$$

This implies that there exists constants $M \geq 1 \gamma>0$ such that

$$
\begin{equation*}
\left|e^{t\left(A_{22}+B_{2} \bar{F}_{2}\right)}\right| \leq M e^{-\gamma t}, \quad t \geq 0 \tag{5.10}
\end{equation*}
$$

(2) We can write $\bar{P}_{22}^{+}=h_{2}\left(\bar{P}_{11}\right)$ where $h_{2}: \mathbb{S}^{n_{1}} \rightarrow \mathbb{S}^{n_{2}}$ is an increasing continuously differentiable function. That is, $\bar{P}_{11} \leq \bar{P}_{11}^{\prime}$ implies $h_{2}\left(\bar{P}_{11}\right) \leq h_{2}\left(\bar{P}_{11}^{\prime}\right)$. Moverover, $h_{2}$ bounded by the linear function $h_{2}^{\prime}: \mathbb{S}^{n_{1}} \rightarrow \mathbb{S}^{n_{2}}$ defined as

$$
\begin{equation*}
h_{2}^{\prime}\left(\bar{P}_{11}\right):=\mathbb{E} \int_{0}^{\infty} \Phi(t)^{*}\left[Q_{22}+C_{12}^{*} \bar{P}_{11} C_{12}\right] \Phi(t) d t \tag{5.11}
\end{equation*}
$$

where $\Phi$ is the continuous $\mathcal{F}$-adapted solution to the $S D E$

$$
\left\{\begin{array}{l}
d \Phi(t)=A_{22} \Phi(t) d t+C_{22} \Phi(t) d W(t), t \geq 0  \tag{5.12}\\
\Phi(0)=I
\end{array}\right.
$$

satisfying

$$
\mathbb{E} \int_{0}^{\infty}|\Phi(t)|^{2} d t<\infty
$$

By bounded, we mean that $h_{2}\left(\bar{P}_{11}\right) \leq h_{2}^{\prime}\left(\bar{P}_{11}\right)$ for all $\bar{P}_{11} \in \mathbb{S}_{+}^{n_{1}}$.
(3) The differential Riccati equation with an initial condition

$$
\left\{\begin{array}{l}
\frac{d P_{22}(t)}{d t}=A_{22}^{*} P_{22}(t)+P_{22}(t) A_{22}+C_{22}^{*} P_{22}(t) C_{22}+\left[Q_{22}+C_{12}^{*} \bar{P}_{11} C_{12}\right]  \tag{5.13}\\
\quad-\quad\left[B_{2}^{*} P_{22}(t)+D_{2}^{*} P_{22}(t) C_{22}+D_{1}^{*} \bar{P}_{11} C_{12}\right]^{*}\left[R+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} P_{22}(t) D_{2}\right]^{-1} \\
\quad \quad\left[B_{2}^{*} P_{22}(t)+D_{2}^{*} P_{22}(t) C_{22}+D_{1}^{*} \bar{P}_{11} C_{12}\right], \\
P_{22}(0) \geq 0, \\
R+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} P_{22}(t) D_{2}>0, \quad t \in[0, T] \text { a.e., }
\end{array}\right.
$$

admits a unique solution $P_{22} \in C\left([0, \infty) ; \mathbb{S}_{+}^{n_{2}}\right)$ and moreover satisfies $\lim _{t \rightarrow \infty} P_{22}(t)=$ $\bar{P}_{22}^{+}$. In addition, the equilibrium $\bar{P}_{22}^{+}$is exponentially stable. That is, for arbitrary $p>0$,

$$
\begin{equation*}
\left|P_{22}(t)-\bar{P}_{22}^{+}\right| \leq M_{P} e^{-\frac{3 \gamma}{2} t}\left|P_{22}(0)-\bar{P}_{22}^{+}\right|, \quad \forall\left|\bar{P}_{11}\right| \leq p, \quad \forall t \geq 0, \tag{5.14}
\end{equation*}
$$

for some positive constant $M_{P}$, which may depend on $p$, and $\gamma$ is as defined in (5.10).

Proof. From Assumption 2.1, the matrices $Q_{11}$ and $R_{s}$ are positive definite. This implies that the matrix

$$
\begin{align*}
\mathcal{M}_{2}\left(\bar{P}_{11}\right):=\left[\begin{array}{cc}
Q_{22}+C_{12}^{*} \bar{P}_{11} C_{12} & C_{12}^{*} \bar{P}_{11} D_{1} \\
D_{1}^{*} \bar{P}_{11} C_{12} & R_{s}+D_{1}^{*} \bar{P}_{11} D_{1}
\end{array}\right] & =\left[\begin{array}{cc}
Q_{22} & 0 \\
0 & R_{s}
\end{array}\right]+\left[\begin{array}{c}
C_{12}^{*} \\
D_{1}^{*}
\end{array}\right] \bar{P}_{11}\left[\begin{array}{c}
C_{12}^{*} \\
D_{1}^{*}
\end{array}\right]^{*}  \tag{5.15}\\
& \geq\left[\begin{array}{cc}
Q_{22} & 0 \\
0 & R_{s}
\end{array}\right]>0 .
\end{align*}
$$

Hence, by Theorem 1 of Section II.E of [22] and Theorem 3.3, Corollary 5.3, Lemma 5.5 and Lemma 5.8 of [11], the reduced algebraic Riccati equation (5.8) admits a unique positive solution $\bar{P}_{22}^{+}$such that $A_{22}+B_{2} \bar{F}_{2}$ has eigenvalues on the open left half-plane and $\left[A_{22}+B_{2} \bar{F}_{2}, C_{22}+D_{2} \bar{F}_{2}\right]$ is $L^{2}$-stable. Moreover, it is unique within the class of positive semi-definite solutions.

Next, we show that the solution $\bar{P}_{22}^{+}$can be written as a differentiable function $h_{2}\left(\bar{P}_{11}\right)$. To this end, we will apply the Implicit Function Theorem. For convenience, we rewrite
(5.8) in terms of the solution $\left(\bar{P}_{22}^{+}, \bar{F}_{2}\right)$

$$
\left\{\begin{array}{l}
A_{22}^{*} \bar{P}_{22}^{+}+\bar{P}_{22}^{+} A_{22}+C_{22}^{*} P_{22}^{+} C_{22}-\bar{F}_{2}^{*} \Delta_{2} \bar{F}_{2}+\left[Q_{22}+C_{12}^{*} \bar{P}_{11} C_{12}\right]=0  \tag{5.16}\\
B_{2}^{*} \bar{P}_{22}^{+}+D_{1}^{*} \bar{P}_{11} C_{12}+D_{2}^{*} \bar{P}_{22}^{+} C_{22}+\Delta_{2} \bar{F}_{2}=0
\end{array}\right.
$$

with

$$
\begin{equation*}
\Delta_{2}=R+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} \bar{P}_{22}^{+} D_{2}>0 \tag{5.17}
\end{equation*}
$$

Let us denote the system (5.16) in the compact form

$$
\begin{equation*}
\mathbf{F}\left(\bar{P}_{22}^{+}, \bar{F}_{2} ; \bar{P}_{11}\right)=0 \tag{5.18}
\end{equation*}
$$

We observe that $\mathbf{F}: \mathbb{S}^{n_{2}} \times \mathbb{R}^{k \times n_{2}} \times \mathbb{S}^{n_{1}} \rightarrow \mathbb{S}^{n_{2}} \times \mathbb{R}^{k \times n_{2}}$ is a differentiable function. We need to check that the mapping

$$
\begin{align*}
\left(Z_{1}, Z_{2}\right) \rightarrow & \frac{\partial \mathbf{F}\left(\bar{P}_{22}^{+}, \bar{F}_{2} ; \bar{P}_{11}\right)}{\partial\left(\bar{P}_{22}^{+}, \bar{F}_{2}\right)}\left(Z_{1}, Z_{2}\right)  \tag{5.19}\\
& =\lim _{h \rightarrow 0} \frac{1}{h}\left[\mathbf{F}\left(\bar{P}_{22}^{+}+h Z_{1}, \bar{F}_{2}+h Z_{2} ; \bar{P}_{11}\right)-\mathbf{F}\left(\bar{P}_{22}^{+}, \bar{F}_{2} ; \bar{P}_{11}\right)\right]
\end{align*}
$$

is an isomorphism. As the above differential mapping takes values from the finite-dimensional vector space $\mathbb{S}^{n_{2}} \times \mathbb{R}^{k \times n_{2}}$ to itself, it is enough to check that this mapping is injective. That is, the unique solution to

$$
\begin{equation*}
\frac{\partial \mathbf{F}\left(\bar{P}_{22}^{+}, \bar{F}_{2} ; \bar{P}_{11}\right)}{\partial\left(\bar{P}_{22}^{+}, \bar{F}_{2}\right)}\left(Z_{1}, Z_{2}\right)=0 \tag{5.20}
\end{equation*}
$$

is $\left(Z_{1}, Z_{2}\right)=0$. Evaluating (5.20) gives the equations

$$
\begin{gather*}
A_{22}^{*} Z_{1}+Z_{1} A_{22}+C_{22}^{*} Z_{1} C_{22}-\left(\bar{F}_{2}\right)^{*} D_{2}^{*} Z_{1} D_{2} \bar{F}_{2}-\left(\bar{F}_{2}\right)^{*} \Delta_{2} Z_{2}-Z_{2}^{*} \Delta_{2} \bar{F}_{2}=0  \tag{5.21}\\
B_{2}^{*} Z_{1}+D_{2}^{*} Z_{1} C_{22}+\Delta_{2} Z_{2}+D_{2}^{*} Z_{1} D_{2} \bar{F}_{2}=0 \tag{5.22}
\end{gather*}
$$

Using (5.22) we can eliminate the variable $Z_{2}$ from (5.21) yields the Lyapunov equation

$$
\begin{equation*}
\left[A_{22}+B_{2} \bar{F}_{2}\right]^{*} Z_{1}+Z_{1}\left[A_{22}+B_{2} \bar{F}_{2}\right]+\left[C_{22}+D_{2} \bar{F}_{2}\right]^{*} Z_{1}\left[C_{22}+D_{2} \bar{F}_{2}\right]=0 \tag{5.23}
\end{equation*}
$$

It is obvious that $Z_{1}=0$ is a solution to (5.23). Since $A_{22}+B_{2} \bar{F}_{2}$ has eigenvalues with negative real parts and $\left[A_{22}+B_{2} \bar{F}_{2}, C_{22}+D_{2} \bar{F}_{2}\right]$ is $L^{2}$-stable, applying Lemma 2.2 of [26] gives the uniqueness of $Z_{1}=0$. Consequently, $Z_{2}=0$ must also be the unique solution to (5.22). Hence, by the Implicit Function Theorem (see [7]), we can write $\bar{P}_{22}^{+}=h_{2}\left(\bar{P}_{11}\right)$
for some differentiable function $h_{2}$. To see that $h_{2}$ is also an increasing function (in the definiteness sense), let us assume that $\widetilde{P}_{11} \geq \bar{P}_{11}$. It is clear that $\mathcal{M}_{2}\left(\widetilde{P}_{11}\right) \geq \mathcal{M}_{2}\left(\bar{P}_{11}\right)$. Hence, by Theorem 5.3 of [10], $h_{2}\left(\widetilde{P}_{11}\right) \geq h_{2}\left(\bar{P}_{11}\right)$.

We will now show that $h_{2}$ is bounded from above by a linear function $h_{2}^{\prime}$. That is, $h_{2}\left(\bar{P}_{11}\right) \leq h_{2}^{\prime}\left(\bar{P}_{11}\right)$ for all $\bar{P}_{11} \in \mathbb{S}_{+}^{n_{1}}$. For fixed $\bar{P}_{11} \in \mathbb{S}_{+}^{n_{1}}$, consider the Lyapunov equation

$$
\begin{equation*}
A_{22}^{*} \bar{P}_{22}^{\prime}+\bar{P}_{22}^{\prime} A_{22}+C_{22}^{*} \bar{P}_{22}^{\prime} C_{22}+\left[Q_{22}+C_{12}^{*} \bar{P}_{11} C_{12}\right]=0 \tag{5.24}
\end{equation*}
$$

Since $\left[A_{22}, C_{22}\right]$ is $L^{2}$-stable, we can apply Lemma 2.2 of [26], to show that the solution to the Lyapunov equation (5.24) is given by

$$
\begin{equation*}
\bar{P}_{22}^{\prime}=h_{2}^{\prime}\left(\bar{P}_{11}\right):=\mathbb{E} \int_{0}^{\infty} \Phi(t)^{*}\left[Q_{22}+C_{12}^{*} \bar{P}_{11} C_{12}\right] \Phi(t) d t \tag{5.25}
\end{equation*}
$$

where $\Phi$ is the continuous $\mathcal{F}$-adapted solution to the SDE

$$
\left\{\begin{array}{l}
d \Phi(t)=A_{22} \Phi(t) d t+C_{22} \Phi(t) d W(t), t \geq 0  \tag{5.26}\\
\Phi(0)=I
\end{array}\right.
$$

satisfying

$$
\mathbb{E} \int_{0}^{\infty}|\Phi(t)|^{2} d t<\infty
$$

Clearly $h^{\prime}$ is linear in $\bar{P}_{11}$. Now, let $Z=\bar{P}_{22}-\bar{P}_{22}^{\prime}$. From (5.8) and (5.24), we have that

$$
\begin{equation*}
A_{22}^{*} Z+Z A_{22}+C_{22}^{*} Z C_{22}>0 \tag{5.27}
\end{equation*}
$$

Again, since $\left[A_{22}, C_{22}\right]$ is $L^{2}$-stable, we can apply Lemma 2.2 of [26] to show that $Z<0$. Hence for every $\bar{P}_{11} \in \mathbb{S}^{n_{1}}$, the function $h\left(\bar{P}_{11}\right)$ is bounded from above by the linear function $h_{2}^{\prime}\left(\bar{P}_{11}\right)$.

Now consider the differential Riccati equation (5.13). Since (5.15) holds, the existence and uniqueness of a solution $P_{22} \in C\left([0, T] ; \mathbb{S}_{+}^{n_{2}}\right)$ follows from Theorem 7.2 in Chapter 6 of [30]. The convergence result follows from Theorem 6.3 of [11]. To show the exponential stability of the equilibrium $\bar{P}_{22}^{+}$, let us set $Y(t)=P_{22}(t)-\bar{P}_{22}^{+}$and

$$
\begin{align*}
F_{2}\left(\bar{P}_{11}\right)(t)=-[ & \left.R+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} P_{22}(t) D_{2}\right]^{-1} \\
& \quad\left[B_{2}^{*} P_{22}(t)+D_{2}^{*} P_{22}(t) C_{22}+D_{1}^{*} \bar{P}_{11} C_{12}\right], \quad t \geq 0 . \tag{5.28}
\end{align*}
$$

Observe that

$$
\begin{equation*}
\left|F_{2}\left(\bar{P}_{11}\right)(t)-\bar{F}_{2}\left(\bar{P}_{11}\right)\right| \leq \bar{M}\left|P_{22}(t)-\bar{P}_{22}^{+}\right|, \quad \forall t \geq 0, \tag{5.29}
\end{equation*}
$$

for some positive constant $\bar{M}$ independent of $t$. Using a similar parametrisation as (5.16), we can write $Y(t)$ as the solution to the differential equation

$$
\left\{\begin{array}{l}
\frac{d Y}{d t}=A_{22}^{*} Y+Y A_{22}+C_{22}^{*} Y C_{22}-F_{2}^{*}\left(R+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} P_{22} D_{2}\right) F_{2}  \tag{5.30}\\
\quad+\bar{F}_{2}^{*}\left(R+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} \bar{P}_{22}^{+} D_{2}\right) \bar{F}_{2}, \\
Y(0)= \\
P_{22}(0)-\bar{P}_{22}^{+}
\end{array}\right.
$$

Adding and subtracting terms, we have that

$$
\begin{aligned}
\frac{d Y}{d t}= & {\left[A_{22}+B_{2} \bar{F}_{2}\right]^{*} Y+Y\left[A_{22}+B_{2} \bar{F}_{2}\right]+C_{22}^{*} Y C_{22}-\bar{F}_{2}^{*} B_{2}^{*} Y-Y B_{2} \bar{F}_{2} } \\
& -F_{2}^{*}\left(R+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} P_{22} D_{2}\right) F_{2}+\bar{F}_{2}^{*}\left(R+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} \bar{P}_{22}^{+} D_{2}\right) \bar{F}_{2} .
\end{aligned}
$$

From (5.9) and (5.28), we can simplify the above to

$$
\begin{aligned}
\frac{d Y}{d t}= & {\left[A_{22}+B_{2} \bar{F}_{2}\right]^{*} Y+Y\left[A_{22}+B_{2} \bar{F}_{2}\right]+C_{22}^{*} Y C_{22}-Y B_{2} \bar{F}_{2} } \\
& +F_{2}^{*}\left[D_{1}^{*} \bar{P}_{11} C_{12}+D_{2}^{*} P_{22} C_{22}\right]-\bar{F}_{2}^{*}\left[D_{1}^{*} \bar{P}_{11} C_{12}+D_{2}^{*} \bar{P}_{22}^{+} C_{22}\right] \\
= & {\left[A_{22}+B_{2} \bar{F}_{2}\right]^{*} Y+Y\left[A_{22}+B_{2} \bar{F}_{2}\right]+C_{22}^{*} Y C_{22}-Y B_{2} \bar{F}_{2} } \\
& +F_{2}^{*} D_{2}^{*} Y C_{22}+\left[F_{2}-\bar{F}_{2}\right]^{*}\left[D_{1}^{*} \bar{P}_{11} C_{12}+D_{2}^{*} \bar{P}_{22}^{+} C_{22}\right] .
\end{aligned}
$$

Applying a variation of constants formula, we obtain

$$
\begin{aligned}
Y(t)= & e^{\left(A_{22}+B_{2} \bar{F}_{2}\right)^{*} t}\left[P_{22}(0)-\bar{P}_{22}^{+}\right] e^{\left(A_{22}+B_{2} \bar{F}_{2}\right) t} \\
& +\int_{0}^{t} e^{\left(A_{22}+B_{2} \bar{F}_{2}\right)^{*}(t-s)}\left[C_{22}^{*} Y(s) C_{22}-Y(s) B_{2} \bar{F}_{2}+F_{2}^{*} D_{2}^{*} Y(s) C_{22}\right] e^{\left(A_{22}+B_{2} \bar{F}_{2}\right)(t-s)} d s \\
& +\int_{0}^{t} e^{\left(A_{22}+B_{2} \bar{F}_{2}\right)^{*}(t-s)}\left[F_{2}(s)-\bar{F}_{2}\right]^{*}\left[D_{1}^{*} \bar{P}_{11} C_{12}+D_{2}^{*} \bar{P}_{22}^{+} C_{22}\right] e^{\left(A_{22}+B_{2} \bar{F}_{2}\right)(t-s)} d s .
\end{aligned}
$$

Hence applying (5.29) and the fact that $A_{22}+B_{2} \bar{F}_{2}$ has eigenvalues with negative real parts, we obtain

$$
|Y(t)| \leq K_{1} e^{-2 \gamma t}\left|P_{22}(0)-\bar{P}_{22}^{+}\right|+K_{2} \int_{0}^{t} e^{-2 \gamma(t-s)}|Y(s)| d s
$$

for some positive constants $K_{1}, K_{2}$ and $\gamma$, which may depend on $p$. So we have that,

$$
e^{\frac{3 \gamma}{2} t}|Y(t)| \leq K_{1}\left|P_{22}(0)-\bar{P}_{22}^{+}\right|+K_{2} \int_{0}^{t} e^{-\frac{\gamma}{2}(t-s)}\left[e^{\frac{3 \gamma}{2} s}|Y(s)|\right] d s
$$

Applying Gronwall's inequality (see Theorem 15 of [6]), we obtain

$$
|Y(t)| \leq K_{1} e^{\frac{2 K_{2}}{\gamma}} e^{-\frac{3 \gamma}{2} t}\left|P_{22}(0)-\bar{P}_{22}^{+}\right|
$$

as required.

Theorem 5.3. Suppose that Assumption 2.1 holds. Then the reduced differential-algebraic Riccati equation admits a unique solution $\left(\bar{P}_{11}^{+}, \bar{P}_{22}^{+}\right) \in C\left([0, T] ; \mathbb{S}_{+}^{n_{1}}\right) \times C\left([0, T] ; S_{++}^{n_{2}}\right)$ such that $\bar{P}_{22}^{+}$is unique amongst the set of positive semi-definite solutions. Moreover, we can write $\bar{P}_{22}^{+}(t)=h_{2}\left(\bar{P}_{11}^{+}(t)\right), t \in[0, T]$ where $h_{2}$ is the continuously differentiable function defined in Lemma 5.2. In addition, $A_{22}+B_{2} \bar{F}_{2}^{+}(t)$ has eigenvalues in the open left halfplane for all $t \in[0, T]$ where

$$
\begin{align*}
\bar{F}_{2}^{+}(t)=-(R+ & \left.D_{1}^{*} \bar{P}_{11}^{+}(t) D_{1}+D_{2}^{*} \bar{P}_{22}^{+}(t) D_{2}\right)^{-1} \\
& \quad\left[B_{2}^{*} \bar{P}_{22}^{+}(t)+D_{1}^{*} \bar{P}_{11}^{+}(t) C_{12}+D_{2}^{*} \bar{P}_{22}^{+}(t) C_{22}\right], \quad t \in[0, T] \tag{5.31}
\end{align*}
$$

Proof. From Lemma 5.2, we have shown that for fixed $\bar{P}_{11}$, the reduced algebraic Riccati equation (4.2b) admits a unique solution $\bar{P}_{22}=h_{2}\left(\bar{P}_{11}\right)$ such that $h_{2}$ is an increasing and continuously differentiable function bounded by a linear function $h_{2}^{\prime}$. Moreover, the operator $A_{22}+B_{2} \bar{F}_{2}$ has eigenvalues with negative real parts where

$$
\begin{align*}
& \bar{F}_{2}\left(\bar{P}_{11}\right)=-\left(R+D_{1}^{*} \bar{P}_{11} D_{1}+D_{2}^{*} h_{2}\left(\bar{P}_{11}\right) D_{2}\right)^{-1} \\
& {\left[B_{2}^{*} h_{2}\left(\bar{P}_{11}\right)+D_{1}^{*} \bar{P}_{11} C_{12}+D_{2}^{*} h_{2}\left(\bar{P}_{11}\right) C_{22}\right] } \tag{5.32}
\end{align*}
$$

We now turn to the reduced differential Riccati equation (4.2a) with the condition (4.2c) and replace each instance of $\bar{P}_{22}$ with $h_{2}\left(\bar{P}_{11}\right)$. That is,
$(5.33 \mathrm{a})\left\{\begin{array}{l}\frac{d \bar{P}_{11}}{d t}+A_{s}^{*} \bar{P}_{11}+\bar{P}_{11} A_{2}+C_{1 s}^{*} \bar{P}_{11} C_{1 s}+C_{2 s}^{*} h_{2}\left(\bar{P}_{11}\right) C_{2 s}+Q_{s} \\ \quad-M_{s}^{*}\left(R_{s}+D_{1 s}^{*} \bar{P}_{11} D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}\right) D_{2 s}\right)^{-1} M_{s}=0, \quad \bar{P}_{11}(T)=0, \\ R_{s}+D_{1 s}^{*} \bar{P}_{11}(t) D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}(t)\right) D_{2 s}>0, \quad \forall t \in[0, T] \text { a.e., }\end{array}\right.$
where $M_{s}=B_{s}^{*} \bar{P}_{11}+D_{1 s}^{*} \bar{P}_{11} C_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}\right) C_{2 s}+L_{s}$. We will prove the existence of a solution to (5.33a)-(5.33b) by an iterative scheme inspired by Theorem 4.5 of [25].

Consider the differential Lyapunov equation

$$
\left\{\begin{array}{l}
\frac{d \bar{P}_{11}^{\prime}}{d t}+A_{s} \bar{P}_{11}^{\prime}+\bar{P}_{11}^{\prime} A_{s}+C_{1 s}^{*} \bar{P}_{11}^{\prime} C_{1 s}+Q_{s}=0  \tag{5.34}\\
P^{\prime}(T)=0
\end{array}\right.
$$

We see that

$$
\begin{aligned}
\mathcal{M}_{1}^{0}: & =\left[\begin{array}{ll}
Q_{s} & L_{s}^{*} \\
L_{s} & R_{s}
\end{array}\right] \\
& =\left[\begin{array}{ll}
0 & 0 \\
0 & R
\end{array}\right]+\left[\begin{array}{cc}
Q_{s} & L_{s}^{*} \\
L_{s} & B_{2}^{*} A_{22}^{-*} Q_{22} A_{22}^{-1} B_{2}
\end{array}\right] \\
& =\left[\begin{array}{ll}
0 & 0 \\
0 & R
\end{array}\right]+\left[\begin{array}{cc}
I & 0 \\
0 & B_{2}
\end{array}\right]^{*}\left[\begin{array}{cc}
Q_{s} & \left(A_{21}^{*} A_{22}^{-*} Q_{22}-Q_{12}\right) A_{22}^{-1} \\
A_{22}^{-*}\left(Q_{22} A_{22}^{-1} A_{21}-Q_{12}^{*}\right) & A_{22}^{-*} Q_{22} A_{22}^{-1}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
0 & B_{2}
\end{array}\right] .
\end{aligned}
$$

By Assumption 2.1-(1) and Lemma 2.3 of [11], the matrix

$$
\left[\begin{array}{cc}
Q_{s} & \left(A_{21}^{*} A_{22}^{-*} Q_{22}-Q_{12}\right) A_{22}^{-1} \\
A_{22}^{-*}\left(Q_{22} A_{22}^{-1} A_{21}-Q_{12}^{*}\right) & A_{22}^{-*} Q_{22} A_{22}^{-1}
\end{array}\right]
$$

is positive definite. Hence $\mathcal{M}_{1}^{0}$ is too. Thus, applying Lemma 5.1 with $\Theta=0$, we have that (5.34) admits a unique solution $\bar{P}_{11}^{\prime} \in C\left([0, T] ; \mathbb{S}^{n_{1}}\right)$ satisfying

$$
\begin{equation*}
R_{s}+D_{1 s}^{*} \bar{P}_{11}^{\prime}(t) D_{1 s} \geq \lambda I, \quad \bar{P}_{11}^{\prime}(t) \geq \alpha_{0} I, \quad \forall t \in[0, T] \text { a.e. } \tag{5.35}
\end{equation*}
$$

for some $\alpha_{0} \geq 0$ and $\lambda>0$. Moreover, as $h_{2}$ is positive definite, we have that

$$
\begin{equation*}
R_{s}+D_{1 s}^{*} \bar{P}_{11}^{\prime}(t) D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{\prime}(t)\right) D_{2 s} \geq \lambda I, \quad \forall t \in[0, T] \text { a.e. } \tag{5.36}
\end{equation*}
$$

Now consider the perturbed differential Lyapunov equation

$$
\left\{\begin{array}{l}
\frac{d \bar{P}_{11}^{0}}{d t}+A_{s} \bar{P}_{11}^{0}+\bar{P}_{11}^{0} A_{s}+C_{1 s}^{*} \bar{P}_{11}^{0} C_{1 s}+Q_{s}+C_{2 s}^{*} h_{2}^{\prime}\left(\bar{P}_{11}^{0}\right) C_{2 s}=0  \tag{5.37}\\
P^{0}(T)=0
\end{array}\right.
$$

where $h_{2}^{\prime}$ is the positive definite linear function defined in (5.11). By Theorem 2.1 of [28], (5.37) admits a unique solution $\bar{P}_{11}^{0} \geq 0$. Moreover, by taking the difference between (5.34) and (5.37) and using the positiveness of $h^{\prime}$, Theorem 2.1 of [28] implies that $\bar{P}_{11}^{0} \geq \bar{P}_{11}^{\prime}$. Hence, by the increasing property of $h_{2}$ from Lemma 5.2 , the inequality (5.36) implies that

$$
\begin{equation*}
R_{s}+D_{1 s}^{*} \bar{P}_{11}^{0}(t) D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{0}(t)\right) D_{2 s} \geq \lambda I, \quad \forall t \in[0, T] \text { a.e. } \tag{5.38}
\end{equation*}
$$

We now proceed via induction: For $i=0,1,2, \ldots$, define

$$
\left\{\begin{align*}
& \Gamma_{0}=0, \quad \Gamma_{i}=h_{2}\left(\bar{P}_{11}^{i-1}\right)-h_{2}\left(\bar{P}_{11}^{i}\right), \quad i \geq 1,  \tag{5.39}\\
& \Theta_{i}=-\left(R_{s}+D_{1 s}^{*} \bar{P}_{11}^{i} D_{1 s}+D_{2 s}^{*}\left[h_{2}\left(\bar{P}_{11}^{i}\right)+\Gamma_{i}\right] D_{2 s}\right)^{-1} \\
& \quad\left[B_{s}^{*} \bar{P}_{11}^{i}+D_{1 s}^{*} \bar{P}_{11}^{i} C_{1 s}+D_{2 s}^{*}\left[h_{2}\left(\bar{P}_{11}^{i}\right)+\Gamma_{i}\right] C_{2 s}+L_{s}\right] \\
& A_{i}= A_{s}+B_{s} \Theta_{i}, \quad C_{i}=C_{1 s}+D_{1 s} \Theta_{i}, \\
& Q_{i}= Q_{s}+C_{2 s}^{*}\left[h_{2}\left(\bar{P}_{11}^{i}\right)+\Gamma_{i}\right] C_{2 s}, \quad R_{i}=R_{s}+D_{2 s}^{*}\left[h_{2}\left(\bar{P}_{11}^{i}\right)+\Gamma_{i}\right] D_{2 s}, \\
& S_{i}= L_{s}+D_{2 s}^{*}\left[h_{2}\left(\bar{P}_{11}^{i}\right)+\Gamma_{i}\right] C_{2 s} .
\end{align*}\right.
$$

Let $\bar{P}_{11}^{i+1}$, given $\bar{P}_{11}^{i}$, be the solution to the Lyapunov equation
$\left\{\begin{array}{l}\frac{d \bar{P}_{11}^{i+1}}{d t}+A_{i}^{*} \bar{P}_{11}^{i+1}+\bar{P}_{11}^{i+1} A_{i}+C_{i}^{*} \bar{P}_{11}^{i+1} C_{i}+\Theta_{i}^{*} R_{i} \Theta_{i}+S_{i}^{*} \Theta_{i}+\Theta_{i}^{*} S_{i}+Q_{i}=0, \quad t \in[0, T], \\ \bar{P}_{11}^{i+1}(T)=0 .\end{array}\right.$
Notice that

$$
h_{2}\left(\bar{P}_{11}^{i}(t)\right)+\Gamma_{i}(t)= \begin{cases}h_{2}\left(\bar{P}_{11}^{0}(t)\right), \quad i=0, \\ h_{2}\left(\bar{P}_{11}^{i-1}(t)\right), \quad i=1,2,3, \ldots\end{cases}
$$

Observe that the matrix

$$
\mathcal{M}_{1}^{i}=\left[\begin{array}{cc}
Q_{i} & S_{i}^{*}  \tag{5.41}\\
S_{i} & R_{i}
\end{array}\right]=\mathcal{M}_{1}^{0}+\left[\begin{array}{l}
C_{2 s}^{*} \\
D_{2 s}^{*}
\end{array}\right]\left[h_{2}\left(\bar{P}_{11}^{i}(t)\right)+\Gamma_{i}(t)\right]\left[\begin{array}{l}
C_{2 s}^{*} \\
D_{2 s}^{*}
\end{array}\right]^{*}
$$

is positive definite. Hence, for $i=1,2,3, \ldots$, given $\bar{P}_{11}^{i}$, we can apply Lemma 5.1 to ensure that the Lyapunov equation (5.39) admits a unique solution $\bar{P}_{11}^{i+1} \in C\left([0, T] ; \mathbb{S}^{n_{1}}\right)$ such that
$R_{s}+D_{1 s}^{*} \bar{P}_{11}^{i+1}(t) D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{i-1}(t)\right) D_{2 s} \geq \lambda_{i} I, \quad$ and $\quad \bar{P}_{11}^{i+1}(t) \geq \alpha_{i} I, \quad \forall t \in[0, T]$ a.e., for some $\lambda_{i}>0$ and $\alpha_{i} \geq 0$. However as $\mathcal{M}_{1}^{i}>\mathcal{M}_{1}^{0}$, we observe from the proof of Lemma 5.1 that $\lambda_{i}>\lambda>0$.

Next we show that the sequence $\left\{\bar{P}_{11}^{i}\right\}_{i=1}^{\infty}$ is uniformly bounded in $C\left([0, T] ; \mathbb{S}^{n_{1}}\right)$. To do so, for $i=0,1,2, \ldots$, set

$$
\begin{equation*}
K_{i}=\bar{P}_{11}^{i}-\bar{P}_{11}^{i+1}, \quad \text { and } \quad \Lambda_{i}=\Theta_{i-1}-\Theta_{i} . \tag{5.43}
\end{equation*}
$$

Hence we have that $K_{i}(T)=0$ and for $i=1,2,3, \ldots$,

$$
\begin{align*}
-\frac{d K_{i}}{d t}= & A_{i-1}^{*} \bar{P}_{11}^{i}+\bar{P}_{11}^{i} A_{i-1}+C_{i-1}^{*} \bar{P}_{11}^{i} C_{i-1} \\
& +\Theta_{i-1}^{*} R_{i-1} \Theta_{i-1}+S_{i-1}^{*} \Theta_{i-1}+\Theta_{i-1}^{*} S_{i-1}+Q_{i-1} \\
& -A_{i}^{*} \bar{P}_{11}^{i+1}-\bar{P}_{11}^{i+1} A_{i}-C_{i}^{*} \bar{P}_{11}^{i+1} C_{i}-\Theta_{i}^{*} R_{i} \Theta_{i}-S_{i}^{*} \Theta_{i}-\Theta_{i}^{*} S_{i}-Q_{i}  \tag{5.44}\\
= & A_{i}^{*} K_{i}+K_{i} A_{i}+C_{i}^{*} K_{i} C_{i}+\left(A_{i-1}-A_{i}\right)^{*} \bar{P}_{11}^{i}+\bar{P}_{11}^{i}\left(A_{i-1}-A_{i}\right) \\
& +C_{i-1}^{*} \bar{P}_{11}^{i} C_{i-1}-C_{i}^{*} \bar{P}_{11}^{i} C_{i}+\Theta_{i-1}^{*} R_{i-1} \Theta_{i-1}-\Theta_{i}^{*} R_{i} \Theta_{i} \\
& +S_{i-1}^{*} \Theta_{i-1}+\Theta_{i-1}^{*} S_{i-1}-S_{i}^{*} \Theta_{i}-\Theta_{i}^{*} S_{i}+Q_{i-1}-Q_{i}
\end{align*}
$$

By some algebraic manipulation, we can show that

$$
\left\{\begin{array}{l}
A_{i-1}-A_{i}=B_{s} \Lambda_{i}, \quad C_{i-1}-C_{i}=D_{1 s} \Lambda_{i}  \tag{5.45}\\
C_{i-1}^{*} \bar{P}_{11}^{i} C_{i-1}-C_{i}^{*} \bar{P}_{11}^{i} C_{i}=\Lambda_{i}^{*} D_{1 s}^{*} \bar{P}_{11}^{i} D_{1 s} \Lambda_{i}+C_{i}^{*} \bar{P}_{11}^{i} D_{1 s} \Lambda_{i}+\Lambda_{i}^{*} D_{1 s}^{*} \bar{P}_{11}^{i} C_{i} \\
\Theta_{i-1}^{*} R_{i-1} \Theta_{i-1}-\Theta_{i}^{*} R_{i} \Theta_{i}=\Theta_{i-1}^{*} D_{2 s}^{*} \Gamma_{i-1} D_{2 s} \Theta_{i-1}+\Lambda_{i}^{*} R_{i} \Lambda_{i}+\Lambda_{i}^{*} R_{i} \Theta_{i}+\Theta_{i}^{*} R_{i} \Lambda_{i} \\
S_{i-1}^{*} \Theta_{i-1}-S_{i}^{*} \Theta_{i}=C_{2 s}^{*} \Gamma_{i-1} D_{2 s} \Theta_{i-1}+S_{i}^{*} \Lambda_{i} \\
Q_{i-1}-Q_{i}=C_{2 s}^{*} \Gamma_{i-1} C_{2 s}
\end{array}\right.
$$

Applying these expressions to (5.44), we have that

$$
\begin{align*}
-\frac{d K_{i}}{d t}= & A_{i}^{*} K_{i}+K_{i} A_{i}+C_{i}^{*} K_{i} C_{i}+\Lambda_{i}^{*} B_{s}^{*} \bar{P}_{11}^{i}+\bar{P}_{11}^{i} B_{s} \Lambda_{i}  \tag{5.46}\\
& +\Lambda_{i}^{*} D_{1 s} \bar{P}_{11}^{i} D_{1 s} \Lambda_{i}+C_{i}^{*} \bar{P}_{11}^{i} D_{1 s} \Lambda_{i}+\Lambda_{i}^{*} D_{1 s}^{*} \bar{P}_{11}^{i} C_{i} \\
& +\Theta_{i-1}^{*} D_{2 s}^{*} \Gamma_{i-1} D_{2 s} \Theta_{i-1}+\Lambda_{i}^{*} R_{i} \Lambda_{i}+\Lambda_{i}^{*} R_{i} \Theta_{i}+\Theta_{i}^{*} R_{i} \Lambda_{i} \\
& +C_{2 s}^{*} \Gamma_{i-1} D_{2 s} \Theta_{i-1}+S_{i}^{*} \Lambda_{i}+\Theta_{i-1}^{*} D_{2 s}^{*} \Gamma_{i-1} C_{2 s}+\Lambda_{i}^{*} S_{i}+C_{2 s}^{*} \Gamma_{i-1} C_{2 s} \\
= & A_{i}^{*} K_{i}+K_{i} A_{i}+C_{i}^{*} K_{i} C_{i}+\Lambda_{i}^{*}\left[R_{i}+D_{1 s} \bar{P}_{11}^{i} D_{1 s}\right] \Lambda_{i} \\
& +\Lambda_{i}^{*}\left[B_{s}^{*} \bar{P}_{11}^{i}+D_{1 s}^{*} \bar{P}_{11}^{i} C_{i}+R_{i} \Theta_{i}+S_{i}\right]+\left[B_{s}^{*} \bar{P}_{11}^{i}+D_{1 s}^{*} \bar{P}_{11}^{i} C_{i}+R_{i} \Theta_{i}+S_{i}\right]^{*} \Lambda_{i} \\
& +\left[C_{2 s}+D_{2 s} \Theta_{i-1}\right]^{*} \Gamma_{i-1}\left[C_{2 s}+D_{2 s} \Theta_{i-1}\right]
\end{align*}
$$

However, we observe that

$$
\begin{equation*}
B_{s}^{*} \bar{P}_{11}^{i}+D_{1 s}^{*} \bar{P}_{11}^{i} C_{i}+R_{i} \Theta_{i}+S_{i}=B_{s}^{*} \bar{P}_{11}^{i}+D_{1 s}^{*} \bar{P}_{11}^{i} C_{1 s}+S_{i}+\left[R_{i}+D_{1 s}^{*} \bar{P}_{11}^{i} D_{1 s}\right] \Theta_{i}=0 . \tag{5.47}
\end{equation*}
$$

Thus, we rewrite (5.46) as

$$
\begin{align*}
-\frac{d K_{i}}{d t}= & A_{i}^{*} K_{i}+K_{i} A_{i}+C_{i}^{*} K_{i} C_{i}+\Lambda_{i}^{*}\left[R_{s}+D_{1 s}^{*} \bar{P}_{11}^{i} D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{i-1}\right) D_{2 s}\right] \Lambda_{i} \\
& +\left[C_{2 s}+D_{2 s} \Theta_{i-1}\right]^{*} \Gamma_{i-1}\left[C_{2 s}+D_{2 s} \Theta_{i-1}\right] \\
= & A_{i}^{*} K_{i}+K_{i} A_{i}+C_{i}^{*} K_{i} C_{i}+\Lambda_{i}^{*}\left[R_{s}+D_{1 s}^{*} \bar{P}_{11}^{i+1} D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{i-1}\right) D_{2 s}\right] \Lambda_{i}  \tag{5.48}\\
& +\Lambda_{i}^{*} D_{1 s}^{*} K_{i} D_{1 s} \Lambda_{i}+\left[C_{2 s}+D_{2 s} \Theta_{i-1}\right]^{*} \Gamma_{i-1}\left[C_{2 s}+D_{2 s} \Theta_{i-1}\right] .
\end{align*}
$$

To show that $K_{i} \geq 0$, for $i=0,1,2, \ldots$, we will use mathematical induction. For $i=0$, we have that

$$
\begin{align*}
&-\frac{d K_{0}}{d t}= A_{s}^{*} K_{0}+K_{0} A_{s}+C_{1 s}^{*} K_{0} C_{1 s}+C_{2 s}^{*}\left[h_{2}^{\prime}\left(\bar{P}_{11}^{0}\right)-h_{2}\left(\bar{P}_{11}^{0}\right)\right] C_{2 s} \\
&+ {\left[B_{s}^{*} \bar{P}_{11}^{0}+D_{1 s}^{*} \bar{P}_{11}^{0} C_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{0}\right) C_{2 s}+L_{s}\right]^{*} } \\
&\left(R_{s}+D_{1 s}^{*} \bar{P}_{11}^{0} D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{0}\right) D_{2 s}\right)^{-1}  \tag{5.49}\\
& \geq \quad\left[B_{s}^{*} \bar{P}_{11}^{0}+D_{1 s}^{*} \bar{P}_{11}^{0} C_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{0}\right) C_{2 s}+L_{s}\right] \\
& A_{s}+C_{1 s}^{*} K_{0} C_{1 s} .
\end{align*}
$$

The above inequality comes from (5.38) and the fact that $h_{2}^{\prime}(P) \geq h_{2}(P)$ for all $P \geq 0$, see Lemma 5.2. Applying Theorem 2.1 of [28], gives $K_{0} \geq 0$. For $i=1$, we can write (5.48) as

$$
\begin{align*}
& \frac{d K_{1}}{d t}+A_{1}^{*} K_{1}+K_{1} A_{1}+C_{1}^{*} K_{1} C_{1}+\Lambda_{1}^{*} D_{1 s}^{*} K_{1} D_{1 s} \Lambda_{1}  \tag{5.50}\\
& \quad+\Lambda_{1}^{*}\left[R_{s}+D_{1 s}^{*} \bar{P}_{11}^{2} D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{1}\right) D_{2 s}\right] \Lambda_{1}=0
\end{align*}
$$

From (5.42), we have that

$$
\begin{equation*}
-\frac{d K_{1}}{d t} \geq A_{1}^{*} K_{1}+K_{1} A_{1}+C_{1}^{*} K_{1} C_{1}+\Lambda_{1}^{*} D_{1 s}^{*} K_{1} D_{1 s} \Lambda_{1} . \tag{5.51}
\end{equation*}
$$

By Theorem 2.1 of [28], we get $K_{1} \geq 0$. Now assume that $K_{n} \geq 0$ for $n=0,1,2, \ldots, i-1$. Then $K_{i-2}=\bar{P}_{11}^{i-2}-\bar{P}_{11}^{i-1} \geq 0$ along with the fact that $h$ is increasing implies that $\Gamma_{i-1} \geq 0$.

Thus, along with the inequality (5.42), we have that

$$
\begin{equation*}
-\frac{d K_{i}}{d t} \geq A_{i}^{*} K_{i}+K_{i} A_{i}+C_{i}^{*} K_{1} C_{i}+\Lambda_{i}^{*} D_{1 s}^{*} K_{i} D_{1 s} \Lambda_{i} \tag{5.52}
\end{equation*}
$$

Again by applying Theorem 2.1 of [28], gives $K_{i} \geq 0$. Hence $\left\{\bar{P}_{11}^{i}\right\}_{i=0}^{\infty}$ is a decreasing sequence

$$
\begin{equation*}
\bar{P}_{11}^{0}(t) \geq \bar{P}_{11}^{i}(t) \geq \bar{P}_{11}^{i+1}(t) \geq \alpha I, \quad \forall t \in[0, T], \quad i=0,1,2, \ldots \tag{5.53}
\end{equation*}
$$

where $\alpha=\inf _{k=0,1,2, \ldots} \alpha_{i} \geq 0$. Thus the sequence $\left\{\bar{P}_{11}^{i}\right\}_{i=0}^{\infty}$ is uniformly bounded.
Denote $a=\sup _{t \in[0, T]}\left|K_{0}(t)\right|$. From (5.48) and $K_{i}(T)=0$, we can write, for $i=1,2,3, \ldots$,

$$
\begin{align*}
K_{i}(t)= & \int_{t}^{T}\left[A_{i}^{*} K_{i}+K_{i} A_{i}+\widetilde{C}_{i}^{*} K_{i} \widetilde{C}_{i}+\Lambda_{i}^{*}\left[R_{s}+D_{1 s}^{*} \bar{P}_{11}^{i+1} D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{i-1}\right) D_{2 s}\right] \Lambda_{i}\right.  \tag{5.54}\\
& \left.+\left[C_{2 s}+D_{2 s} \Theta_{i-1}\right]^{*} \Gamma_{i-1}\left[C_{2 s}+D_{2 s} \Theta_{i-1}\right]\right] d s
\end{align*}
$$

From now till the end of the proof, we shall denote by $M_{T}$ any positive constant, which may depend on $T$, uniformly in $i$. Observe that $\left|\Lambda_{i}\right| \leq M_{T}\left[\left|K_{i-1}\right|+\left|\Gamma_{i-1}\right|\right]$, and since $h$ is Lipschitz, we also have that $\left|\Gamma_{i-1}\right| \leq M_{T}\left|K_{i-2}\right|$. As a result, we have that for $i=1$

$$
\begin{equation*}
\left|K_{1}(t)\right| \leq M_{T} \int_{t}^{T}\left[\left|K_{1}(s)\right|+\left|K_{0}(s)\right|\right] d s \tag{5.55}
\end{equation*}
$$

and Gronwall's inequality implies that

$$
\begin{equation*}
\left|K_{1}(t)\right| \leq a M_{T}(T-t) \tag{5.56}
\end{equation*}
$$

For $i=2,3,4, \ldots$, we have that

$$
\begin{equation*}
\left|K_{i}(t)\right| \leq M_{T} \int_{t}^{T}\left[\left|K_{i}(s)\right|+\left|K_{i-1}(s)\right|+\left|K_{i-2}(s)\right|\right] d s \tag{5.57}
\end{equation*}
$$

This implies that for $i=2,3,4, \ldots$

$$
\begin{equation*}
\left|K_{i}(t)\right|+\left|K_{i-1}(t)\right| \leq M_{T} \int_{t}^{T}\left[\left|K_{i}(s)\right|+\left|K_{i-1}(s)\right|+\left|K_{i-2}(s)\right|+\left|K_{i-3}(s)\right|\right] d s \tag{5.58}
\end{equation*}
$$

Let $G_{i}(t)=\left|K_{i}(t)\right|+\left|K_{i-1}(t)\right|$. We will focus only on the odd indices $i=1,3,5, \ldots$. We can calculate the upper bound of $G_{1}(t)$ explicitly as

$$
\begin{equation*}
G_{1}(t)=\left|K_{1}(t)\right|+\left|K_{0}(t)\right| \leq a M_{T}(T-t)+a \tag{5.59}
\end{equation*}
$$

We can rewrite (5.58) as

$$
\begin{equation*}
G_{i}(t) \leq M_{T} \int_{t}^{T}\left[G_{i}(s)+G_{i-2}(s)\right] d s, \quad i=3,5,7, \ldots \tag{5.60}
\end{equation*}
$$

and applying Gronwall's inequality gives

$$
\begin{equation*}
G_{i}(t) \leq M_{T} \int_{t}^{T} G_{i-2}(s) d s \tag{5.61}
\end{equation*}
$$

By induction, we can see that for $k=0,1,2, \ldots$,

$$
\begin{equation*}
G_{2 k+1}(t) \leq a\left[\frac{M_{T}^{k+1}(T-t)^{k+1}}{(k+1)!}+\frac{M^{k}(T-t)^{k}}{k!}\right] \tag{5.62}
\end{equation*}
$$

So $G_{2 k+1}(t)=\left|K_{2 k+1}(t)\right|+\left|K_{2 k}(t)\right|$ implies that

$$
\begin{equation*}
\left|K_{2 k+1}(t)\right|,\left|K_{2 k}(t)\right| \leq a\left[\frac{M_{T}^{k+1}(T-t)^{k+1}}{(k+1)!}+\frac{M^{k}(T-t)^{k}}{k!}\right] \tag{5.63}
\end{equation*}
$$

Hence the sequence $\left\{\bar{P}_{11}^{i}\right\}_{i=1}^{\infty}$ is uniformly convergent, and we denote the limit as $\bar{P}_{11}^{+}$. Since $h_{2}$ is continuously differentiable, we have that for almost every $t \in[0, T]$
$R_{s}+D_{1 s}^{*} \bar{P}_{11}^{+}(t) D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{+}(t)\right) D_{2 s}=\lim _{i \rightarrow \infty} R_{s}+D_{1 s}^{*} \bar{P}_{11}^{i+1}(t) D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{i-1}(t)\right) D_{2 s} \geq \lambda I$, and

$$
\left\{\begin{align*}
& \lim _{i \rightarrow \infty} \Gamma_{i}=0,  \tag{5.65}\\
& \lim _{i \rightarrow \infty} \Theta_{i}=-\left(R_{s}+D_{1 s}^{*} \bar{P}_{11}^{+} D_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{+}\right) D_{2 s}\right)^{-1} \\
& \quad\left[B_{s}^{*} \bar{P}_{11}+D_{1 s}^{*} \bar{P}_{11} C_{1 s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{+}\right) C_{2 s}+L_{s}\right] \\
& \lim _{i \rightarrow \infty} A_{i}= A_{s}+B_{s} \Theta, \quad \lim _{i \rightarrow \infty} C_{i}=C_{1 s}+D_{1 s} \Theta, \\
& \lim _{i \rightarrow \infty} Q_{i}= Q_{s}+C_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{+}\right) C_{2 s}, \quad \lim _{i \rightarrow \infty} R_{i}=R_{s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{+}\right) D_{2 s}, \\
& \lim _{i \rightarrow \infty} S_{i}=L_{s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}^{+}\right) C_{2 s}
\end{align*}\right.
$$

Moreover, $\bar{P}_{11}^{+}=\lim _{i \rightarrow \infty} \bar{P}_{11}^{i} \geq \alpha I$. Hence $\bar{P}_{11}^{+}$is the solution of the Lyapunov equation

$$
\left\{\begin{array}{l}
\frac{d \bar{P}_{11}}{d t}+\left[A_{s}+B_{s} \Theta\right]^{*} \bar{P}_{11}+\bar{P}_{11}\left[A_{s}+B_{s} \Theta\right]+\left[C_{1 s}+D_{1 s} \Theta\right]^{*} \bar{P}_{11}\left[C_{1 s}+D_{1 s} \Theta\right]  \tag{5.66}\\
\quad+\Theta^{*}\left[R_{s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}\right) D_{2 s}\right] \Theta+\left[L_{s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}\right) C_{2 s}\right]^{*} \Theta+\Theta^{*}\left[L_{s}+D_{2 s}^{*} h_{2}\left(\bar{P}_{11}\right) C_{2 s}\right] \\
\quad+Q_{s}+C_{2 s}^{*} h_{2}\left(\bar{P}_{11}\right) C_{2 s}=0 \\
\bar{P}_{11}(T)=0
\end{array}\right.
$$

It is then straightforward to show that (5.66) is equivalent to the Riccati equation (5.33a). Finally, setting $\bar{P}_{22}^{+}=h_{2}\left(\bar{P}_{11}^{+}\right)$and $\bar{F}_{2}^{+}=\bar{F}_{2}\left(\bar{P}_{11}^{+}\right)$completes the proof.

Corollary 5.4. Suppose that Assumption 2.1 holds. Let $\left(\bar{P}_{11}^{+}, \bar{P}_{22}^{+}\right)$be the solution to the reduced differential-algebraic Riccati equation (4.2a)-(4.2b) and $\bar{F}_{2}^{+}$the feedback operator shown in Theorem 5.3. Then the reduced system (3.7) admits solution $\left(\bar{P}_{11}, \bar{P}_{12}, \bar{P}_{22}\right) \in$ $C\left([0, T] ; \mathbb{S}_{+}^{n_{1}}\right) \times C\left([0, T] ; \mathbb{R}^{n_{1} \times n_{2}}\right) \times C\left([0, T] ; \mathbb{S}_{++}^{n_{2}}\right)$ where $\left(\bar{P}_{11}, \bar{P}_{22}\right)=\left(\bar{P}_{11}^{+}, \bar{P}_{22}^{+}\right)$and

$$
\begin{align*}
\bar{P}_{12}=- & {\left[\bar{P}_{11}^{+} A_{12}+A_{21}^{*} \bar{P}_{22}^{+}+C_{11}^{*} \bar{P}_{11}^{+} C_{12}+C_{21}^{*} \bar{P}_{22}^{+} C_{22}\right.} \\
& \left.+Q_{12}+\left(\bar{P}_{11}^{+} B_{1}+C_{11}^{*} \bar{P}_{11}^{+} D_{1}+C_{21}^{*} \bar{P}_{22}^{+} D_{2}\right) \bar{F}_{2}^{+}\right]\left[A_{22}+B_{2} \bar{F}_{2}^{+}\right]^{-1} \tag{5.67}
\end{align*}
$$

In addition, $\bar{P}_{22}$ is unique in the set of positive-semidefinite solutions.
Proof. The result follows from Theorem 4.2, Lemma 5.2 and Theorem 5.3.

## 6. Convergence and the Tikhonov Theorem

Let $p>0$ be an arbitrary constant such that

$$
\begin{equation*}
\left|\bar{P}_{11}^{+}(t)\right| \leq p_{0}<p, \quad \forall t \in[0, T] \tag{6.1}
\end{equation*}
$$

Fix $\left(t, P_{11}\right) \in[0, T] \times B_{p}$ where $B_{p}=\left\{P_{11} \in \mathbb{S}_{+}^{n_{1}}| | P_{11} \mid \leq p\right\}$. We work with the "stretched" time variable $\tau=t / \epsilon$. Consider the boundary-layer problem

$$
\left\{\begin{array}{l}
\frac{d \widehat{P}_{12}}{d \tau}=g_{1}\left(P_{11}, \widehat{P}_{12}+h_{1}\left(P_{11}\right), \widehat{P}_{22}+h_{2}\left(P_{11}\right), 0\right)  \tag{6.2a}\\
\frac{d \widehat{P}_{22}}{d \tau}=g_{2}\left(P_{11}, \widehat{P}_{12}+h_{1}\left(P_{11}\right), \widehat{P}_{22}+h_{2}\left(P_{11}\right), 0\right)
\end{array}\right.
$$

with initial conditions $\left(\bar{P}_{12}(0), \bar{P}_{22}(0)\right)$ where $\left(h_{1}\left(P_{11}\right), h_{2}\left(P_{11}\right)\right)$ is the solution to the reduced system $(3.7 \mathrm{~b})-(3.7 \mathrm{c})$ when $P_{11}$ is fixed. More precisely, $h_{2}\left(P_{11}\right)$ is as defined in Lemma 5.2 with the property that $A_{22}+B_{2} \bar{F}_{2}$ has eigenvalues with negative real parts where

$$
\begin{equation*}
\bar{F}_{2}=-\left[R+D_{1}^{*} P_{11} D_{1}+D_{2}^{*} h_{2}\left(P_{11}\right) D_{2}\right]^{-1}\left[B_{2}^{*} h_{2}\left(P_{11}\right)+D_{1}^{*} P_{11} C_{12}+D_{2}^{*} h_{2}\left(P_{11}\right) C_{22}\right] \tag{6.3}
\end{equation*}
$$

In addition, $h_{1}$ is defined as the solution $\bar{P}_{12}$ to the reduced system in Corollary 5.4 but parametrised by $P_{11}$. That is,

$$
\begin{align*}
h_{1}\left(P_{11}\right)= & -\left[P_{11} A_{12}+A_{21}^{*} h_{2}\left(P_{11}\right)+C_{11}^{*} P_{11} C_{12}+C_{21}^{*} h_{2}\left(P_{11}\right) C_{22}+Q_{12}\right. \\
& \left.+\left(P_{11} B_{1}+C_{11}^{*} P_{11} D_{1}+C_{21}^{*} h_{2}\left(P_{11}\right) D_{2}\right) \bar{F}_{2}\right]\left[A_{22}+B_{2} \bar{F}_{2}\right]^{-1} \tag{6.4}
\end{align*}
$$

When $\epsilon$ tends towards zero, it is equivalent to the variable $\tau$ tending towards infinity. For this reason, we are interested in the equilibrium $(0,0)$ of the boundary-layer problem (6.2).

For $P_{12} \in \mathbb{R}^{n_{1} \times n_{2}}$ and $P_{22} \in \mathbb{S}^{n_{2}}$, let us define the norm of the pair $\left(P_{12}, P_{22}\right)$ as $\left|\left(P_{12}, P_{22}\right)\right|:=\left|P_{12}\right|+\left|P_{22}\right|$. Let $q_{0}$ be a positive constant, independent of $p$, and define the set $B_{q_{0}}$ of initial values as
$B_{q_{0}}:=\left\{\left(\widehat{P}_{12}(0), \widehat{P}_{22}(0)\right) \in \mathbb{R}^{n_{1} \times n_{2}} \times \mathbb{S}^{n_{2}} \mid h_{2}(0)+\widehat{P}_{22}(0) \geq 0\right.$ and $\left.\left|\left(\widehat{P}_{12}(0), \widehat{P}_{22}(0)\right)\right|<q_{0}\right\}$.
In Theorem 6.2, we will be using the version of the boundary-layer problem (6.2) when $P_{11}=0$ with initial values $\left(\widehat{P}_{12}(0), \widehat{P}_{22}(0)\right)=\left(-h_{1}(0),-h_{2}(0)\right)$. For this reason, we will be forward looking and set $q_{0}$ large enough such that $\left|\left(-h_{1}(0),-h_{2}(0)\right)\right|<q_{0}$. This implies that $\left(-h_{1}(0),-h_{2}(0)\right) \in B_{q_{0}}$.

Lemma 6.1. Suppose that Assumption 2.1 holds. Then the boundary-layer problem (6.2) with initial values $\left(\widehat{P}_{12}(0), \widehat{P}_{22}(0)\right) \in B_{q_{0}}$ has a solution $\left(\widehat{P}_{12}, \widehat{P}_{22}\right) \in C\left([0, T] ; \mathbb{R}^{n_{1} \times n_{2}}\right) \times$ $C\left([0, T] ; \mathbb{S}^{n_{2}}\right)$ satisfying $h_{2}\left(P_{11}\right)+\widehat{P}_{22}(\tau) \geq 0, \forall \tau \geq 0$ and converges to the equilibrium $(0,0)$ as $\tau \rightarrow \infty$. Moreover, the equilibrium $(0,0)$ is exponentially stable, uniformly in $P_{11}$. That is, for all $\left(\widehat{P}_{12}(0), \widehat{P}_{22}(0)\right) \in B_{q_{0}}$,

$$
\left\{\begin{array}{l}
\left|\widehat{P}_{12}(\tau)\right| \leq \widehat{M} e^{-\gamma \tau}\left[\left|\widehat{P}_{12}(0)\right|+\left|\widehat{P}_{22}(0)\right|\right], \quad \forall P_{11} \in B_{p}, \forall \tau \geq 0  \tag{6.6}\\
\left|\widehat{P}_{22}(\tau)\right| \leq \widehat{M} e^{-\frac{3 \gamma}{2} \tau}\left|\widehat{P}_{22}(0)\right|, \quad \forall P_{11} \in B_{p}, \quad \forall \tau \geq 0
\end{array}\right.
$$

for some positive constants $\widehat{M}$, which may depend on $p$ and $q_{0}$, and $\gamma>0$ is as defined in (5.10).

Proof. Let $Z_{1}(\tau)=\widehat{P}_{12}(\tau)+h_{1}\left(P_{11}\right)$ and $Z_{2}(\tau)=\widehat{P}_{22}(\tau)+h_{2}\left(P_{11}\right)$ for $\tau \geq 0$. The boundary-layer problem (6.2b) can be restated as

$$
\begin{equation*}
\frac{d Z_{2}}{d \tau}=g_{2}\left(P_{11}, Z_{1}, Z_{2}, 0\right), \quad Z_{2}(0)=h_{2}\left(P_{11}\right)+\widehat{P}_{22}(0) \tag{6.7}
\end{equation*}
$$

It is clear that (6.7) is equivalent to the Riccati equation (5.13) with initial value $h_{2}\left(P_{11}\right)+$ $\widehat{P}_{22}(0)$. Observe that, from Lemma $5.2, h_{2}\left(P_{11}\right)+\widehat{P}_{22}(0) \geq 0$. Moreover, the equation (6.7) admits a solution $Z_{2} \in C\left([0, T] ; \mathbb{S}_{+}^{n_{2}}\right)$ that converges to $h_{2}\left(P_{11}\right)>0$, uniformly in $P_{11} \in B_{p}$ and moreover,

$$
\begin{equation*}
\left|Z_{2}(\tau)-h_{2}\left(P_{11}\right)\right| \leq M_{P} e^{-\frac{3 \gamma}{2} \tau}\left|\widehat{P}_{22}(0)\right|, \quad \forall P_{11} \in B_{p}, \forall \tau \geq 0 \tag{6.8}
\end{equation*}
$$

where $M_{P}$ and $\gamma$ are positive constants defined in (5.10). We note that $M_{P}$ may depend on $p$. Hence, we have that

$$
\begin{equation*}
\left|\widehat{P}_{22}(\tau)\right| \leq M_{P} e^{-\frac{3 \gamma}{2} \tau}\left|\widehat{P}_{22}(0)\right|, \quad \forall P_{11} \in B_{p}, \forall \tau \geq 0 \tag{6.9}
\end{equation*}
$$

In addition, Lemma 5.2 tells us that $A_{22}+B_{2} \bar{F}_{2}$ has eigenvalues with negative real parts where

$$
\begin{align*}
& \bar{F}_{2}\left(P_{11}\right)=-\left(R+D_{1}^{*} P_{11} D_{1}+D_{2}^{*} h_{2}\left(P_{11}\right) D_{2}\right)^{-1} \\
& {\left[B_{2}^{*} h_{2}\left(P_{11}\right)+D_{1}^{*} P_{11} C_{12}+D_{2}^{*} h_{2}\left(P_{11}\right) C_{22}\right] } \tag{6.10}
\end{align*}
$$

and for some positive constant $M$,

$$
\begin{equation*}
e^{\tau\left(A_{22}+B_{2} \bar{F}_{2}\right)} \leq M e^{-\gamma \tau}, \quad \tau \geq 0 \tag{6.11}
\end{equation*}
$$

We point out that the constant $\gamma$ in (6.9) and (6.11) are the same.
Next, consider the equation (6.2a). From the formulation (4.4b), we can show that

$$
\begin{equation*}
g_{1}\left(P_{11}, \widehat{P}_{12}+h_{1}\left(P_{11}\right), \widehat{P}_{22}+h_{2}\left(P_{11}\right), 0\right)=\widehat{P}_{12}\left[A_{22}+B_{2} \widetilde{F}_{2}\left(P_{11}\right)\right]+L\left(P_{11}, \widehat{P}_{22}\right) \tag{6.12}
\end{equation*}
$$

where $L\left(P_{11}, \widehat{P}_{22}\right)$ is defined as

$$
\begin{align*}
& L\left(P_{11}, \widehat{P}_{22}\right) \\
& \quad=A_{21}^{*} \widehat{P}_{22}+C_{21}^{*} \widehat{P}_{22} C_{22}+C_{21}^{*} \widehat{P}_{22} D_{2} \widetilde{F}_{2}\left(P_{11}\right)  \tag{6.13}\\
& \quad+\left[P_{11} B_{1}+h_{1}\left(P_{11}\right) B_{2}+C_{11}^{*} P_{11} D_{1}+C_{21}^{*} h_{2}\left(P_{11}\right) D_{2}\right]\left[\widetilde{F}_{2}\left(P_{11}\right)-\bar{F}_{2}\left(P_{11}\right)\right]
\end{align*}
$$

and $\widetilde{F}_{2}\left(P_{11}\right)$ is defined as

$$
\begin{align*}
\widetilde{F}_{2}\left(P_{11}\right)= & -\left[R+D_{1}^{*} P_{11} D_{1}+D_{2}^{*}\left(\widehat{P}_{22}+h_{2}\left(P_{11}\right)\right) D_{2}\right]^{-1}  \tag{6.14}\\
& {\left[B_{2}^{*}\left(\widehat{P}_{22}+h_{2}\left(P_{11}\right)\right)+D_{1}^{*} P_{11} C_{12}+D_{2}^{*}\left(\widehat{P}_{22}+h_{2}\left(P_{11}\right)\right) C_{22}\right] . }
\end{align*}
$$

Note that $R+D_{1}^{*} P_{11} D_{1}+D_{2}^{*}\left(\widehat{P}_{22}+h_{2}\left(P_{11}\right)\right) D_{2}$ is indeed invertible as $R$ is strictly positive, and $P_{11}$ and $\widehat{P}_{22}(\tau)+h_{2}\left(P_{11}\right)$ are both positive semidefinite for all $\tau \geq 0$.

Now consider the matrix $A_{22}+B_{2} \widetilde{F}_{2}\left(P_{11}\right)=A_{22}+B_{2} \bar{F}_{2}+B_{2}\left[\widetilde{F}_{2}\left(P_{11}\right)-\bar{F}_{2}\left(P_{11}\right)\right]$. Since $G:=A_{22}+B_{2} \bar{F}_{2}$ has eigenvalues in the open left half-plane, it is generator of an exponentially stable $C_{0}$-semigroup $S_{G}$ satisfying the inequality (6.11). Fix $\tau \geq 0$. Let $U(\tau, s), 0 \leq s \leq \tau$ be the solution to the backwards equation

$$
\left\{\begin{array}{l}
\frac{d}{d s} U(\tau, s)=-\left(A_{22}+B_{2} \widetilde{F}_{2}\left(P_{11}\right)(s)\right) U(\tau, s)  \tag{6.15}\\
U(\tau, \tau)=I
\end{array}\right.
$$

in which $U(\tau, s)$ satisfies

$$
\begin{equation*}
U(\tau, s)=e^{(\tau-s)\left(A_{22}+B_{2} \bar{F}_{2}\right)}+\int_{s}^{\tau} e^{(r-s)\left(A_{22}+B_{2} \bar{F}_{2}\right)} B_{2}\left[\widetilde{F}_{2}\left(P_{11}\right)(r)-\bar{F}_{2}\left(P_{11}\right)\right] U(\tau, r) d r \tag{6.16}
\end{equation*}
$$

This comes from the fact that $\left(\bar{U}_{G}(\tau, s)^{*}\right)_{0 \leq s \leq \tau}$ is an evolution operator with the generator $G^{*}$, see [3]. Moreover, from (6.11) and (6.16), we have that for any $0 \leq s \leq \tau$,

$$
|U(\tau, s)| \leq M e^{-\gamma(\tau-s)}+M\left|B_{2}\right| \int_{s}^{\tau} e^{-\gamma(\tau-r)}\left|\widetilde{F}_{2}\left(P_{11}\right)(r)-\bar{F}_{2}\left(P_{11}\right)\right||U(t, r)| d r .
$$

From (6.3) and (6.10), we notice that

$$
\begin{equation*}
\left|\widetilde{F}_{2}\left(P_{11}\right)(r)-\bar{F}_{2}\left(P_{11}\right)\right| \leq M_{1}\left|\widehat{P}_{22}(r)\right|, \tag{6.17}
\end{equation*}
$$

where $M_{1}$ is a positive constant that depends on $p$. Thus, from (6.9), we have that

$$
\begin{aligned}
|U(\tau, s)| & \leq M e^{-\gamma(\tau-s)}+M M_{1}\left|B_{2}\right| \int_{s}^{\tau} e^{-\gamma(r-s)}\left|\widehat{P}_{22}(r)\right||U(\tau, r)| d r \\
& \leq M e^{-\gamma(\tau-s)}+M M_{1} M_{G}\left|B_{2}\right| q_{0} \int_{s}^{\tau} e^{-\gamma(r-s)} e^{-\frac{3 \gamma}{2} r}|U(\tau, r)| d r .
\end{aligned}
$$

Hence

$$
e^{-\gamma s}|U(\tau, s)| \leq M e^{-\gamma \tau}+M M_{1} M_{G}\left|B_{2}\right| q_{0} \int_{s}^{\tau} e^{-\frac{3 \gamma}{2} r}\left[e^{-\gamma r}|U(t, r)|\right] d r .
$$

By Gronwall's inequality, we have that $U(\tau, s), 0 \leq s \leq \tau$ satisfies the inequality

$$
\begin{equation*}
|U(\tau, s)| \leq M e^{-\gamma(\tau-s)} e^{\frac{2 M M_{1} M_{G}\left|B_{2}\right| q_{0}}{3 \gamma}} . \tag{6.18}
\end{equation*}
$$

Now, for fixed $\tau \geq 0$, let us differentiate the mapping

$$
\begin{equation*}
[0, \tau] \ni s \mapsto \widehat{P}_{12}(s) U(\tau, s), \tag{6.19}
\end{equation*}
$$

to obtain

$$
\begin{aligned}
\frac{d}{d s}\left[\widehat{P}_{12}(s) U(\tau, s)\right]= & \widehat{P}_{12}(s)\left[A_{22}+B_{2} \widetilde{F}_{2}\left(P_{11}\right)(s)\right] U(\tau, s)+L\left(P_{11}, \widehat{P}_{22}(s)\right) U(\tau, s) \\
& -\widehat{P}_{12}\left[A_{22}+B_{2} \widetilde{F}_{2}\left(P_{11}\right)(s)\right] U(\tau, s) \\
= & L\left(P_{11}, \widehat{P}_{22}(s)\right) U(\tau, s)
\end{aligned}
$$

Integrating from 0 to $\tau$ gives

$$
\widehat{P}_{12}(\tau)=\widehat{P}_{12}(0) U(\tau, 0)+\int_{0}^{\tau} L\left(P_{11}, \widehat{P}_{22}(s)\right) U(\tau, s) d s
$$

From the definition of $L$, (6.17) and (6.9) there exists a positive constant $M_{L}$, depending on $p$ such that

$$
\begin{equation*}
\left|L\left(P_{11}, \widehat{P}_{22}(s)\right)\right| \leq M_{L}\left|\widehat{P}_{22}(s)\right| \leq M_{L} M_{P} e^{-\frac{3 \gamma}{2} s}\left|\widehat{P}_{22}(0)\right|, \quad s \geq 0 \tag{6.20}
\end{equation*}
$$

Hence, along with (6.18), we have that

$$
\begin{aligned}
\left|\widehat{P}_{12}(\tau)\right| & \leq M e^{\frac{2 M M_{1} M_{G}\left|B_{2}\right| q_{0}}{3 \gamma}} e^{-\gamma \tau}\left|\widehat{P}_{12}(0)\right|+M M_{L} M_{P} e^{\frac{2 M M_{1} M_{G}\left|B_{2}\right| q_{0}}{3 \gamma}} \int_{0}^{\tau} e^{-\frac{3 \gamma}{2} s} e^{-\gamma(\tau-s) \mid}\left|\widehat{P}_{22}(0)\right| d s \\
& \leq M e^{\frac{2 M M_{1} M_{G}\left|B_{2}\right| q_{0}}{3 \gamma}} e^{-\gamma \tau}\left|\widehat{P}_{12}(0)\right|+\frac{2 M M_{L} M_{P}}{\gamma} e^{\frac{2 M M_{1} M_{G}\left|B_{2}\right| q_{0}}{3 \gamma}} e^{-\gamma \tau}\left|\widehat{P}_{22}(0)\right| .
\end{aligned}
$$

Next, let $q$ be an arbitrarily large positive constant such that $q>(3 \widehat{M}+1) q_{0}$ and define the set $B_{q}$ as

$$
\begin{align*}
& B_{q}:=\left\{\left(\widehat{P}_{12}, \widehat{P}_{22}\right) \in \mathbb{R}^{n_{1} \times n_{2}} \times \mathbb{S}^{n_{2}} \mid h_{2}\left(P_{11}\right)+\widehat{P}_{22} \geq 0\right. \\
&\text { and } \left.\left|\left(\widehat{P}_{12}, \widehat{P}_{22}\right)\right|<q, \forall P_{11} \in B_{p}\right\} . \tag{6.21}
\end{align*}
$$

Note that $q$ may depend on both $p$ and $q_{0}$. Here we make a couple of observations. First, from Lemma 6.1, the solution to the boundary-layer problem (6.2) is contained in $B_{q}$. Second, since $h_{2}$ is an increasing function from Lemma 5.2, we have that $B_{q_{0}} \subset B_{q}$.

Theorem 6.2. Suppose that Assumption 2.1 hold. Let $T>0$ be any finite time horizon and let

- $\left(P_{11}^{\epsilon}, P_{12}^{\epsilon}, P_{22}^{\epsilon}\right)$ be the unique solution to the full system (3.3);
- $\left(\bar{P}_{11}, \bar{P}_{12}, \bar{P}_{22}\right)$ be the solution to the reduced system (3.7) defined in Corollary 5.4;
- $\left(\widehat{P}_{12}, \widehat{P}_{22}\right)$ be the solution to the boundary-layer problem (6.2).

Then there exists a positive constant $\epsilon^{*}$ such that for all $0<\epsilon<\epsilon^{*}$

$$
\left\{\begin{array}{l}
P_{11}^{\epsilon}(t)-\bar{P}_{11}(t)=O(\epsilon)  \tag{6.22}\\
P_{12}^{\epsilon}(t)-\bar{P}_{12}(t)-\widehat{P}_{12}\left(\frac{T-t}{\epsilon}\right)=O(\epsilon) \\
P_{22}^{\epsilon}(t)-\bar{P}_{22}(t)-\widehat{P}_{22}\left(\frac{T-t}{\epsilon}\right)=O(\epsilon)
\end{array}\right.
$$

uniformly in $t \in[0, T]$.
Proof. The result follows from Corollary 5.4, Lemma 6.1 and the Tikhonov Theorem, see Theorem 9.1 of [15]. In order for the Tikhonov Theorem to apply, we need to make two observations.

First, referencing the notation used in Theorem 9.1 of [15], we mention that in order for the Tikhonov Theorem to hold, we need make sure that the norm of initial values $\left(-h_{1}(0),-h_{2}(0)\right)$ of the boundary-layer problem (6.2) are bounded by a particular constant $\mu>0$, which is directly proportional to the constant $q_{0}>0$. This is resolved by observing that we can make $q_{0}$ arbitrarily large, which ensures that $\left|\left(-h_{1}(0),-h_{2}(0)\right)\right|<\mu$.

Second, note that we have included a positivity condition in the sets $B_{p}$ and $B_{q}$, where its product $B_{p} \times B_{q}$ can be described as the intersection between the region

$$
\begin{equation*}
\mathcal{R}=\left\{\left(P_{11}, P_{12}, P_{22}\right) \in \mathbb{S}^{n_{1}} \times \mathbb{R}^{n_{1} \times n_{2}} \times \mathbb{S}^{n_{2}} \mid P_{11} \geq 0 \text { and } h_{2}\left(P_{11}\right)+P_{22} \geq 0\right\} \tag{6.23}
\end{equation*}
$$

and open and closed balls. From Lemma 3.2 and Corollary 5.4 the solutions of the full system (3.3) and reduced system (3.7) both belong to the set $\mathcal{R}$ for all $t \in[0, T]$. From Lemma 6.1, the same can be said about the solution of the boundary-layer problem (6.2) as $q$ can be chosen arbitrarily large. Hence all processes that we consider are contained in the region $\mathcal{R}$ and thus, we can work with the sets $B_{p}$ and $B_{q}$ and treat them as balls. The same can be said for similar sets which are constructed by an intersection of $\mathcal{R}$ and open or closed balls.

The follow result describes the convergence of the solution to the Riccati equation (2.4).

Corollary 6.3. Suppose that Assumption 2.1 holds. Let $T>0$ be any finite time horizon and $\epsilon^{*}$ be the small positive parameter defined in Theorem 6.2. Let $P^{\epsilon} \in C\left([0, T] ; \mathbb{S}_{+}^{n}\right)$ be the solution to the Riccati equation (2.4). Then for all $0<\epsilon<\epsilon^{*}$, we have that

$$
P^{\epsilon}(t)-\left(\begin{array}{cc}
\bar{P}_{11} & 0  \tag{6.24}\\
0 & 0
\end{array}\right)=O(\epsilon)
$$

uniformly in $t \in[0, T]$.
Proof. The result follows from the first-order representation (3.1), Theorem 6.2 and the uniform boundedness of the solutions to the reduced system and boundary-layer problem with respect to time.

Corollary 6.4. Suppose that Assumption 2.1 holds. Let $T>0$ be any finite time horizon and $\epsilon^{*}$ be the small positive parameter defined in Theorem 6.2. Then for any positive integer $j$, there exists a positive constant $K(T, j)$ such that for all $0<\epsilon<\epsilon^{*}$ and $i=1,2$

$$
\begin{equation*}
\int_{0}^{T}\left|P_{i 2}^{\epsilon}(t)-\bar{P}_{i 2}(t)\right|^{j} d t \leq \epsilon K(T, j) \tag{6.25}
\end{equation*}
$$

Proof. Fix $T>0$ and let $t \in[0, T]$. For $i=1,2$, Lemma 6.1 and Theorem 6.2 imply that

$$
\begin{aligned}
\left|P_{i 2}^{\epsilon}(t)-\bar{P}_{i 2}(t)\right| & \leq \epsilon K_{1}(T)+\left|\widehat{P}_{i 2}\left(\frac{T-t}{\epsilon}\right)\right| \\
& \leq \epsilon K_{1}(T)+K_{2} e^{-\frac{\gamma(T-t)}{\epsilon}}
\end{aligned}
$$

for some positive constants $K_{1}(T)$, which depends on $T$, and $K_{2}$. Hence for all positive integers $j$, we have

$$
\left|P_{i 2}^{\epsilon}(t)-\bar{P}_{i 2}(t)\right|^{j} \leq 2^{j-1}\left(\epsilon^{j} K_{1}(T)^{j}+K_{2}^{j} e^{-\frac{j \gamma(T-t)}{\epsilon}}\right)
$$

Finally, integrating the above inequality gives the desired result.

## 7. Approximately optimal control and estimation of the value function

In this section, we use Theorem 6.2 to construct an approximate optimal control and value function based on the solution to the reduced system (3.7). We preface by stating that the letter $K$ will be reserved for a positive constant and is not necessarily the same in each instance. In the situations where $K$ may depend on another relevant constant, say $T$, we will denote this as $K(T)$.

Recall from Theorem 2.3, the optimal control $\widehat{u}^{\epsilon}$ is given by

$$
\begin{equation*}
\widehat{u}^{\epsilon}(t)=\widehat{F}^{\epsilon}(t) \widehat{X}^{\epsilon}(t)=\widehat{F}_{1}^{\epsilon}(t) \widehat{X}_{1}^{\epsilon}(t)+\widehat{F}_{2}^{\epsilon}(t) \widehat{X}_{2}^{\epsilon}(t), \quad \forall t \in[0, T] \tag{7.1}
\end{equation*}
$$

where the feedback operators are given by

$$
\left\{\begin{align*}
\widehat{F}_{1}^{\epsilon}= & -\left(\Delta^{\epsilon}\right)^{-1}\left[B_{1}^{*} P_{11}^{\epsilon}+B_{2}^{*}\left(P_{12}^{\epsilon}\right)^{*}+D_{1}^{*} P_{11}^{\epsilon} C_{11}\right.  \tag{7.2a}\\
& \left.+\sqrt{\epsilon}\left(D_{2}^{*}\left(P_{12}^{\epsilon}\right)^{*} C_{11}+D_{1}^{*} P_{12}^{\epsilon} C_{21}\right)+D_{2}^{*} P_{22}^{\epsilon} C_{21}\right] \\
\widehat{F}_{2}^{\epsilon}= & -\left(\Delta^{\epsilon}\right)^{-1}\left[\epsilon B_{1}^{*} P_{12}^{\epsilon}+B_{2}^{*} P_{22}^{\epsilon}+D_{1}^{*} P_{11}^{\epsilon} C_{12}\right. \\
& \left.+\sqrt{\epsilon}\left(D_{2}^{*}\left(P_{12}^{\epsilon}\right)^{*} C_{12}+D_{1}^{*} P_{12}^{\epsilon} C_{22}\right)+D_{2}^{*} P_{22}^{\epsilon} C_{22}\right]
\end{align*}\right.
$$

and $\widehat{X}_{1}^{\epsilon}(t):=X_{1}\left(t ; \widehat{u}^{\epsilon}\right)$ and $\widehat{X}_{2}^{\epsilon}(t):=X_{2}^{\epsilon}\left(t ; \widehat{u}^{\epsilon}\right)$ are solutions to the optimal state equations

$$
\left\{\begin{align*}
d \widehat{X}_{1}^{\epsilon}(t)= & {\left[\left(A_{11}+B_{1} \widehat{F}_{1}^{\epsilon}(t)\right) \widehat{X}_{1}^{\epsilon}(t)+\left(A_{12}+B_{1} \widehat{F}_{2}^{\epsilon}(t)\right) \widehat{X}_{2}^{\epsilon}(t)\right] d t }  \tag{7.3}\\
& +\left[\left(C_{11}+D_{1} \widehat{F}_{1}^{\epsilon}(t)\right) \widehat{X}_{1}^{\epsilon}(t)+\left(C_{12}+D_{1} \widehat{F}_{2}^{\epsilon}(t)\right) \widehat{X}_{2}^{\epsilon}(t)\right] d W(t) \\
\widehat{X}_{1}^{\epsilon}(0)= & x_{1}
\end{align*}\right.
$$

and

$$
\left\{\begin{align*}
d \widehat{X}_{2}^{\epsilon}(t)= & \frac{1}{\epsilon}\left[\left[\left(A_{21}+B_{2} \widehat{F}_{1}^{\epsilon}(t)\right) \widehat{X}_{1}^{\epsilon}(t)+\left(A_{22}+B_{2} \widehat{F}_{2}^{\epsilon}(t)\right) \widehat{X}_{2}^{\epsilon}(t)\right] d t\right.  \tag{7.4}\\
& +\frac{1}{\sqrt{\epsilon}}\left[\left(C_{21}+D_{2} \widehat{F}_{1}^{\epsilon}(t)\right) \widehat{X}_{1}^{\epsilon}(t)+\left(C_{22}+D_{2} \widehat{F}_{2}^{\epsilon}(t)\right) \widehat{X}_{2}^{\epsilon}(t)\right] d W(t) \\
\widehat{X}_{2}^{\epsilon}(0)= & x_{2}
\end{align*}\right.
$$

We construct an approximately optimal control $\bar{u}^{\epsilon}$ by formally setting $\epsilon=0$ and using the solution to the reduced system in the feedback operators. In doing so, we obtain

$$
\begin{equation*}
\bar{u}^{\epsilon}(t)=\bar{F}_{1}(t) \bar{X}_{1}^{\epsilon}(t)+\bar{F}_{2}(t) \bar{X}_{2}^{\epsilon}(t) \tag{7.5}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\bar{F}_{1}=-\bar{\Delta}^{-1}\left[B_{1}^{*} \bar{P}_{11}+B_{2}^{*} \bar{P}_{12}^{*}+D_{1}^{*} \bar{P}_{11} C_{11}+D_{2}^{*} \bar{P}_{22} C_{21}\right]  \tag{7.6a}\\
\bar{F}_{2}=-\bar{\Delta}^{-1}\left[B_{2}^{*} \bar{P}_{22}+D_{1}^{*} \bar{P}_{11} C_{12}+D_{2}^{*} \bar{P}_{22} C_{22}\right]
\end{array}\right.
$$

and $\bar{X}_{1}^{\epsilon}(t):=X_{1}\left(t ; \bar{u}^{\epsilon}\right)$ and $\bar{X}_{2}^{\epsilon}(t):=X_{2}^{\epsilon}\left(t ; \bar{u}^{\epsilon}\right)$ are solutions to the state equations

$$
\left\{\begin{align*}
d \bar{X}_{1}^{\epsilon}(t)= & {\left[\left(A_{11}+B_{1} \bar{F}_{1}(t)\right) \bar{X}_{1}^{\epsilon}(t)+\left(A_{12}+B_{1} \bar{F}_{2}(t)\right) \bar{X}_{2}^{\epsilon}(t)\right] d t }  \tag{7.7}\\
& +\left[\left(C_{11}+D_{1} \bar{F}_{1}(t)\right) \bar{X}_{1}^{\epsilon}(t)+\left(C_{12}+D_{1} \bar{F}_{2}(t)\right) \bar{X}_{2}^{\epsilon}(t)\right] d W(t) \\
\bar{X}_{1}^{\epsilon}(0)= & x_{1}
\end{align*}\right.
$$

and

$$
\left\{\begin{align*}
d \bar{X}_{2}^{\epsilon}(t)= & \frac{1}{\epsilon}\left[\left(A_{21}+B_{2} \bar{F}_{1}(t)\right) \bar{X}_{1}^{\epsilon}(t)+\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \bar{X}_{2}^{\epsilon}(t)\right] d t  \tag{7.8}\\
& \quad+\frac{1}{\sqrt{\epsilon}}\left[\left(C_{21}+D_{2} \bar{F}_{1}(t)\right) \bar{X}_{1}^{\epsilon}(t)+\left(C_{22}+D_{2} \bar{F}_{2}(t)\right) \bar{X}_{2}^{\epsilon}(t)\right] d W(t) \\
\bar{X}_{2}^{\epsilon}(0)= & x_{2}
\end{align*}\right.
$$

Lemma 7.1. Suppose that Assumption 2.1 holds. Let $T>0$ be any finite time horizon and $\epsilon^{*}$ be the small positive parameter defined in Theorem 6.2. Then there exists a positive constant $K(T)$, which depends on $T$, such that for all $i=1,2$ and $0<\epsilon<\epsilon^{*}$

$$
\begin{equation*}
\int_{0}^{T}\left|\widehat{F}_{i}^{\epsilon}(t)-\bar{F}_{i}(t)\right|^{2} d t \leq \epsilon K(T) \tag{7.9}
\end{equation*}
$$

Proof. The result follows from Theorem 6.2 and Corollary 6.4.

Lemma 7.2. Suppose that Assumption 2.1 holds. Then for any finite time horizon $T>0$, we have

$$
\begin{equation*}
\sup _{\epsilon \in(0,1]} \sup _{t \in[0, T]} \mathbb{E}\left[\left|\bar{X}_{1}^{\epsilon}(t)\right|^{2}+\left|\bar{X}_{2}^{\epsilon}(t)\right|^{2}\right]<\infty \tag{7.10}
\end{equation*}
$$

Proof. Fix $\epsilon \in(0,1]$. Let us begin with (7.7). Taking the norm, we have that for all $0 \leq t \leq T$

$$
\begin{aligned}
\left|\bar{X}_{1}^{\epsilon}(t)\right| \leq & \left|x_{1}\right|+\int_{0}^{t}\left[\left|A_{11}+B_{1} \bar{F}_{1}(s)\right|\left|\bar{X}_{1}^{\epsilon}(s)\right|+\left|A_{12}+B_{1} \bar{F}_{2}(s)\right|\left|\bar{X}_{2}^{\epsilon}(s)\right|\right] d s \\
& +\left|\int_{0}^{t}\left[\left(C_{11}+D_{1} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s)+\left(C_{12}+D_{1} \bar{F}_{2}(s)\right) \bar{X}_{2}^{\epsilon}(s)\right] d W(s)\right|
\end{aligned}
$$

By Corollary 5.4, the solution ( $\bar{P}_{11}, \bar{P}_{12}, \bar{P}_{22}$ ) is bounded on $[0, T]$ and consequently $\bar{F}_{1}$ and $\bar{F}_{2}$ is as well. So we can write the above as

$$
\begin{aligned}
\left|\bar{X}_{1}^{\epsilon}(t)\right| \leq & \left|x_{1}\right|+K(T) \int_{0}^{t}\left[\left|\bar{X}_{1}^{\epsilon}(s)\right|+\left|\bar{X}_{2}^{\epsilon}(s)\right|\right] d s \\
& +\left|\int_{0}^{t}\left[\left(C_{11}+D_{1} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s)+\left(C_{12}+D_{1} \bar{F}_{2}(s)\right) \bar{X}_{2}^{\epsilon}(s)\right] d W(s)\right|
\end{aligned}
$$

Squaring and applying Ito's Isometry, we have that

$$
\begin{align*}
\mathbb{E}\left[\left|\bar{X}_{1}^{\epsilon}(t)\right|^{2}\right] \leq & 3\left|x_{1}\right|^{2}+K(T) \int_{0}^{t} \mathbb{E}\left[\left|\bar{X}_{1}^{\epsilon}(s)\right|^{2}+\left|\bar{X}_{2}^{\epsilon}(s)\right|^{2}\right] d s \\
& +\mathbb{E} \int_{0}^{t}\left|\left(C_{11}+D_{1} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s)+\left(C_{12}+D_{1} \bar{F}_{2}(s)\right) \bar{X}_{2}^{\epsilon}(s)\right|^{2} d s  \tag{7.11}\\
\leq & 3\left|x_{1}\right|^{2}+K(T) \int_{0}^{t} \mathbb{E}\left[\left|\bar{X}_{1}^{\epsilon}(s)\right|^{2}+\left|\bar{X}_{2}^{\epsilon}(s)\right|^{2}\right] d s .
\end{align*}
$$

Now let us turn to the fast process (7.8) and fix $t \in[0, T]$. Applying Ito's formula to the mapping

$$
[0, t] \ni s \mapsto e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s),
$$

we obtain

$$
\begin{aligned}
& d\left(e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s)\right) \\
& \quad=-\frac{1}{\epsilon}\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s) d s+e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} d \bar{X}_{2}^{\epsilon}(s) \\
& \quad=\frac{1}{\epsilon} e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left[\left(A_{21}+B_{2} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s)+B_{2}\left(\bar{F}_{2}(s)-\bar{F}_{2}(t)\right) \bar{X}_{2}^{\epsilon}(s)\right] d s \\
& \quad+\frac{1}{\sqrt{\epsilon}} e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left[\left(C_{21}+D_{2} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s)+\left(C_{22}+D_{2} \bar{F}_{2}(s)\right) \bar{X}_{2}^{\epsilon}(s)\right] d W(s) .
\end{aligned}
$$

By another application of Ito's formula to the mapping

$$
[0, t] \ni s \mapsto\left|e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s)\right|^{2},
$$

we obtain

$$
\begin{aligned}
& d\left|e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s)\right|^{2} \\
&= 2\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s), d\left(e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s)\right)\right\rangle \\
&+\left\langle d\left(e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s)\right), d\left(e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s)\right)\right\rangle \\
&= \frac{2}{\epsilon}\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t) \frac{t-s}{\epsilon}\right.} \bar{X}_{2}^{\epsilon}(s), e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left[\left(A_{21}+B_{2} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s)\right]\right\rangle d s \\
&+\frac{2}{\epsilon}\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s), e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left[B_{2}\left(\bar{F}_{2}(s)-\bar{F}_{2}(t)\right) \bar{X}_{2}^{\epsilon}(s)\right]\right\rangle d s \\
&+\frac{2}{\sqrt{\epsilon}}\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s), e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left(C_{21}+D_{2} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s) d W(s)\right\rangle \\
&+\frac{2}{\sqrt{\epsilon}}\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s), e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left(C_{22}+D_{2} \bar{F}_{2}(s)\right) \bar{X}_{2}^{\epsilon}(s) d W(s)\right\rangle \\
&+\frac{1}{\epsilon}\left|e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left[\left(C_{21}+D_{2} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s)+\left(C_{22}+D_{2} \bar{F}_{2}(s)\right) \bar{X}_{2}^{\epsilon}(s)\right]\right|^{2} d s .
\end{aligned}
$$

Integrating the above from 0 to $t$ and taking the expectation gives

$$
\begin{aligned}
\mathbb{E} & {\left[\left|\bar{X}_{2}^{\epsilon}(t)\right|^{2}\right]-\left|e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t}{\epsilon}} x_{2}\right|^{2} } \\
= & \frac{2}{\epsilon} \mathbb{E} \int_{0}^{t}\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s), e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left[\left(A_{21}+B_{2} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s)\right]\right\rangle d s \\
& +\frac{2}{\epsilon} \mathbb{E} \int_{0}^{t}\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s), e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left[B_{2}\left(\bar{F}_{2}(s)-\bar{F}_{2}(t)\right) \bar{X}_{2}^{\epsilon}(s)\right]\right\rangle d s \\
& +\frac{2}{\sqrt{\epsilon}} \mathbb{E} \int_{0}^{t}\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s), e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left(C_{21}+D_{2} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s) d W(s)\right\rangle \\
& +\frac{2}{\sqrt{\epsilon}} \mathbb{E} \int_{0}^{t}\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s), e^{\left(A_{22}+B_{2} \bar{F}_{2}(t) \frac{t-s}{\epsilon}\right.}\left(C_{22}+D_{2} \bar{F}_{2}(s)\right) \bar{X}_{2}^{\epsilon}(s) d W(s)\right\rangle \\
& +\frac{1}{\epsilon} \mathbb{E} \int_{0}^{t}\left|e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left[\left(C_{21}+D_{2} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s)+\left(C_{22}+D_{2} \bar{F}_{2}(s)\right) \bar{X}_{2}^{\epsilon}(s)\right]\right|^{2} d s .
\end{aligned}
$$

From Theorem 6.3 in Chapter 1 of [30], for fixed $\epsilon \in(0,1]$, the processes $\bar{X}_{1}^{\epsilon}$ and $\bar{X}_{2}^{\epsilon}$ have bounded $4^{\text {th }}$ moments, and thus

$$
\begin{equation*}
\mathbb{E} \int_{0}^{t}\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s), e^{\left(A_{22}+B_{2} \bar{F}_{2}(t) \frac{t-s}{\epsilon}\right.}\left(C_{21}+D_{2} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s) d W(s)\right\rangle=0 \tag{7.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E} \int_{0}^{t}\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s), e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left(C_{22}+D_{2} \bar{F}_{2}(s)\right) \bar{X}_{2}^{\epsilon}(s) d W(s)\right\rangle=0 \tag{7.13}
\end{equation*}
$$

From Theorem 5.3 and Corollary 5.4, $A_{22}+B_{2} \bar{F}_{2}(t)$ has eigenvalues with negative real parts for all $t \in[0, T]$. Thus, there exists positive constants $M_{\infty}$ and $\gamma_{\infty}$ such that

$$
\begin{equation*}
\left|e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\right| \leq M_{\infty} e^{-\frac{\gamma_{\infty}(t-s)}{\epsilon}}, \quad \forall 0 \leq s \leq t \leq T \tag{7.14}
\end{equation*}
$$

Thus, using (7.12)-(7.14), the Cauchy-Schwartz inequality and the uniform boundedness of $\left(\bar{F}_{1}(t), \bar{F}_{2}(t)\right)$ for all $t \in[0, T]$, we obtain $\mathbb{E}\left[\left|\bar{X}_{2}^{\epsilon}(t)\right|^{2}\right] \leq\left|e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t}{\epsilon}} x_{2}\right|^{2}$

$$
\begin{aligned}
& +\frac{2}{\epsilon} \mathbb{E} \int_{0}^{t}\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s), e^{\left(A_{22}+B_{2} \bar{F}_{2}(t) \frac{t-s}{\epsilon}\right.}\left[\left(A_{21}+B_{2} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s)\right]\right\rangle d s \\
& +\frac{2}{\epsilon} \mathbb{E} \int_{0}^{t}\left\langle e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}} \bar{X}_{2}^{\epsilon}(s), e^{\left(A_{22}+B_{2} \bar{F}_{2}(t) \frac{t-s}{\epsilon}\right.}\left[B_{2}\left(\bar{F}_{2}(s)-\bar{F}_{2}(t)\right) \bar{X}_{2}^{\epsilon}(s)\right]\right\rangle d s \\
& +\frac{1}{\epsilon} \mathbb{E} \int_{0}^{t}\left|e^{\left(A_{22}+B_{2} \bar{F}_{2}(t)\right) \frac{t-s}{\epsilon}}\left[\left(C_{21}+D_{2} \bar{F}_{1}(s)\right) \bar{X}_{1}^{\epsilon}(s)+\left(C_{22}+D_{2} \bar{F}_{2}(s)\right) \bar{X}_{2}^{\epsilon}(s)\right]\right|^{2} d s \\
\leq & M_{\infty}^{2} e^{-\frac{2 \gamma_{\infty} t}{\epsilon}}\left|x_{2}\right|^{2}+\frac{K(T)}{\epsilon} \int_{0}^{t} e^{-\frac{2 \gamma_{\infty}(t-s)}{\epsilon}} \mathbb{E}\left[\left|\bar{X}_{1}^{\epsilon}(s)\right|^{2}+\left|\bar{X}_{2}^{\epsilon}(s)\right|^{2}\right] d s \\
\leq & M_{\infty}^{2}\left|x_{2}\right|^{2}+\frac{K(T)}{\epsilon} \int_{0}^{t} e^{-\frac{2 \gamma_{\infty}(t-s)}{\epsilon}} \mathbb{E}\left[\left|\bar{X}_{1}^{\epsilon}(s)\right|^{2}+\left|\bar{X}_{2}^{\epsilon}(s)\right|^{2}\right] d s .
\end{aligned}
$$

Summing with (7.11), we have
$\mathbb{E}\left[\left|\bar{X}_{1}^{\epsilon}(t)\right|^{2}+\left|\bar{X}_{2}^{\epsilon}(t)\right|^{2}\right] \leq 3\left|x_{1}\right|^{2}+M_{\infty}^{2}\left|x_{2}\right|^{2}+K(T) \int_{0}^{t}\left(1+\frac{1}{\epsilon} e^{-\frac{2 \gamma_{\infty}(t-s)}{\epsilon}}\right) \mathbb{E}\left[\left|\bar{X}_{1}^{\epsilon}(s)\right|^{2}+\left|\bar{X}_{2}^{\epsilon}(s)\right|^{2}\right] d s$.
By Gronwall's inequality (Theorem 15 of [6]), we have that for fixed $\epsilon \in(0,1]$

$$
\begin{aligned}
\mathbb{E}\left[\left|\bar{X}_{1}^{\epsilon}(t)\right|^{2}+\left|\bar{X}_{2}^{\epsilon}(t)\right|^{2}\right] & \leq\left(3\left|x_{1}\right|^{2}+M_{\infty}^{2}\left|x_{2}\right|^{2}\right) \exp \left[K(T) \int_{0}^{t}\left(1+\frac{1}{\epsilon}+\int_{0}^{s} \frac{-2 \gamma_{\infty}}{\epsilon^{2}} e^{-\frac{2 \gamma_{\infty}(s-r)}{\epsilon}} d r\right) d s\right] \\
& \leq\left(3\left|x_{1}\right|^{2}+M_{\infty}^{2}\left|x_{2}\right|^{2}\right) \exp \left[K(T)\left(T+\frac{1}{2 \gamma_{\infty}}\right)\right] .
\end{aligned}
$$

Since the right-hand side of the above inequality is independent of $\epsilon$ and $t$, we have that

$$
\sup _{\epsilon \in(0,1]} \sup _{t \in[0, T]} \mathbb{E}\left[\left|\bar{X}_{1}^{\epsilon}(t)\right|^{2}+\left|\bar{X}_{2}^{\epsilon}(t)\right|^{2}\right] \leq\left(3\left|x_{1}\right|^{2}+M_{\infty}^{2}\left|x_{2}\right|^{2}\right) \exp \left[K(T)\left(T+\frac{1}{2 \gamma_{\infty}}\right)\right] .
$$

The following theorem shows that using the approximately optimal control $\bar{u}^{\epsilon}$ defined in (7.5) gives a cost function close to the value function $V^{\epsilon}(x)=J^{\epsilon}\left(x ; \widehat{u}^{\epsilon}\right)$ with an error of order $O(\epsilon)$.

Theorem 7.3. Suppose that Assumption 2.1 holds. Let $T>0$ be any finite time horizon and $\epsilon^{*}$ be the small positive parameter defined in Theorem 6.2. Then, for every $x \in \mathbb{R}^{n}$, we have that for all $0<\epsilon<\epsilon^{*}$

$$
\begin{equation*}
J^{\epsilon}\left(x ; \bar{u}^{\epsilon}\right)-V^{\epsilon}(x)=O(\epsilon) \tag{7.15}
\end{equation*}
$$

Proof. Let $P^{\epsilon}$ be the solution to the Riccati equation (2.4) and $X^{\epsilon}$ be the solution to the state equation (2.2). Applying Ito's formula to $\left\langle P^{\epsilon}(t) X^{\epsilon}(t), X^{\epsilon}(t)\right\rangle$ and by a completion of squares, we have that

$$
\begin{equation*}
J^{\epsilon}(x ; u)=\frac{1}{2}\left\langle P^{\epsilon}(0) x, x\right\rangle-\frac{1}{2} \mathbb{E} \int_{0}^{T}\left[\left|u(t)-\widehat{F}_{1}^{\epsilon}(t) X_{1}(t)-\widehat{F}_{2}^{\epsilon}(t) X_{2}^{\epsilon}(t)\right|^{2}\right] d t \tag{7.16}
\end{equation*}
$$

From Theorem 2.3, $V^{\epsilon}(x)=\frac{1}{2}\left\langle P^{\epsilon}(0) x, x\right\rangle$. Hence we have that

$$
\begin{aligned}
\left|J^{\epsilon}\left(x ; \bar{u}^{\epsilon}\right)-V^{\epsilon}(x)\right| \leq & \frac{1}{2} \mathbb{E} \int_{0}^{T}\left[\left|\left(\bar{F}_{1}(t)-\widehat{F}_{1}^{\epsilon}(t)\right) \bar{X}_{1}^{\epsilon}(t)+\left(\bar{F}_{2}(t)-\widehat{F}_{2}^{\epsilon}(t)\right) \bar{X}_{2}^{\epsilon}(t)\right|^{2}\right] d t \\
\leq & \sup _{\epsilon \in(0,1]}\left\{\left(\sup _{t \in[0, T]} \mathbb{E}\left[\left|\bar{X}_{1}^{\epsilon}(t)\right|^{2}\right]\right) \int_{0}^{T}\left[\left|\bar{F}_{1}(t)-\widehat{F}_{1}^{\epsilon}(t)\right|^{2}\right] d t\right\} \\
& +\sup _{\epsilon \in(0,1]}\left\{\left(\sup _{t \in[0, T]} \mathbb{E}\left[\left|\bar{X}_{2}^{\epsilon}(t)\right|^{2}\right]\right) \int_{0}^{T}\left[\left|\bar{F}_{2}(t)-\widehat{F}_{2}^{\epsilon}(t)\right|^{2}\right] d t\right\}
\end{aligned}
$$

Hence Lemma 7.1 and Lemma 7.2 gives the desired result.
Finally, we give an expression for the limiting value function.
Theorem 7.4. Suppose that Assumption 2. 1 holds. Let $T>0$ be any finite time horizon and $\epsilon^{*}$ be the small positive parameter defined in Theorem 6.2. Define

$$
\begin{equation*}
\bar{V}(x)=\frac{1}{2}\left\langle\bar{P}_{11}(0) x_{1}, x_{1}\right\rangle \tag{7.17}
\end{equation*}
$$

Then for all $0<\epsilon<\epsilon^{*}$

$$
\begin{equation*}
V^{\epsilon}(x)-\bar{V}(x)=O(\epsilon) \tag{7.18}
\end{equation*}
$$

Proof. From Theorem 2.3 and the first order partition (3.1), we have that

$$
V^{\epsilon}(x)-\bar{V}(x)=\frac{1}{2}\left\langle P_{11}^{\epsilon}(0) x_{1}, x_{1}\right\rangle+\frac{\epsilon}{2}\left[2\left\langle x_{1}, P_{12}^{\epsilon}(0) x_{2}\right\rangle+\left\langle P_{22}^{\epsilon}(0) x_{2}, x_{2}\right\rangle\right]-\frac{1}{2}\left\langle\bar{P}_{11}(0) x_{1}, x_{1}\right\rangle
$$

From Theorem 6.2, we have that

$$
\begin{aligned}
\left|V^{\epsilon}(x)-\bar{V}(x)\right| & \leq \frac{1}{2}\left|\left\langle\left(P_{11}^{\epsilon}(0)-\bar{P}_{11}(0)\right) x_{1}, x_{1}\right\rangle\right|+\frac{\epsilon}{2}\left|2\left\langle P_{12}^{\epsilon}(0) x_{1}, x_{2}\right\rangle+\left\langle P_{22}^{\epsilon}(0) x_{2}, x_{2}\right\rangle\right| \\
& \leq \epsilon K(T, x)
\end{aligned}
$$

where $K(T, x)$ depends on $T$.
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