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This constant is a Lagrange multiplier corresponding to the assumption that $u$ maximises the torsional rigidity:

$$
\tau(\Omega):=\sup _{\substack{v \in H_{0}^{1}(\Omega) \\ v \neq 0}} \frac{\left(\int_{\Omega} v d x\right)^{2}}{\int_{\Omega}|\nabla v|^{2} d x}
$$
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Proof relies on the powerful technique now known as the method of moving planes.
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## Parallel surface problem

Let $\Omega=G+B_{R}$ where

$$
A+B:=\{a+b \text { such that } a \in A, b \in B\} .
$$
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## Proposition (Fall, Jarohs, '15)
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- Case 1: There exists $p \in\left(G_{\lambda}^{\prime} \cap \partial G\right) \backslash T_{\lambda} \subset \Sigma_{\lambda}^{\prime}$ since $\partial G$ is a parallel to $\partial \Omega$. But $u$ is constant on $\partial G$, so we have

$$
v_{\lambda}(p)=u(p)-u(\text { reflection of } p)=0
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which contradicts assumption.
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- Case 2: There exists $q \in T_{\lambda} \cap \partial G$ such that $e$ is tangent to $\partial G$ at $q$. Since $u$ is a constant, we have
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\frac{\partial v_{\lambda}}{\partial e}(q)=0
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This contradicts the following Hopf-type lemma:

## Lemma (Dipierro, Poggesi, T, Valdinoci, '22)

Suppose that $c \in L^{\infty}\left(B_{1}^{+}\right)$, $u \in C^{2}\left(B_{1}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ is antisymmetric with respect to $\left\{x_{1}=0\right\}$, and satisfies $(-\Delta)^{s} u+c u \geqslant 0$ in $B_{1}^{+}, u(x) \geqslant 0$ in $\mathbb{R}_{+}^{n}, u>0$ in $B_{1}^{+}$. Then

$$
\partial_{1} u(0)>0 .
$$
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We measure how close $u$ is to being constant on $\partial G$ via

$$
[u]_{\partial G}:=\sup _{\substack{x, y \in \partial G \\ x \neq y}} \frac{|u(x)-u(y)|}{|x-y|}
$$

and we measure how close $\Omega$ is to being a ball via

$$
\rho(\Omega):=\inf \left\{R-r \text { s.t. } p \in \Omega \text { and } B_{r}(p) \subset \Omega \subset B_{R}(p)\right\} .
$$
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\rho(\Omega) \leqslant C\left|\log \left\|\partial_{\nu} u-c\right\|_{C^{1}(\partial \Omega)}\right|^{-1 / n}
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- [Ciraolo, Magnanini, Sakaguchi, '16] Parallel surface problem:

$$
\rho(\Omega) \leqslant C[u]_{\partial G}
$$

- [Ciraolo, Dipierro, Poggesi, Pollastro, Valdinoci, '22] Nonlocal parallel surface problem with $f=1$ :

$$
\rho(\Omega) \leqslant C[u]_{\partial G}^{\frac{1}{s+2}}
$$

## Stability

In an upcoming work with Dipierro, Poggesi, and Valdinoci:

## Theorem

Let $G$ be an open bounded subset of $\mathbb{R}^{n}$ and $\Omega:=G+B_{R}$ for some $R>0$ be such that $\partial \Omega$ is $C^{2}$. Moreover, let $f \in C_{\mathrm{loc}}^{0,1}(\mathbb{R})$ with $f(0) \geqslant 0$. If $u \in C^{2}(\Omega) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ is non-negative and satisfies

$$
\left\{\begin{aligned}
(-\Delta)^{s} u & =f(u) & & \text { in } \Omega \\
u & =0 & & \text { in } \mathbb{R}^{n} \backslash \Omega
\end{aligned}\right.
$$

then

$$
\rho(\Omega) \leqslant C[u]_{\partial G}^{\frac{1}{s+2}} .
$$
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- For $G_{\varepsilon}$ such that

$$
G_{\varepsilon}+B_{1 / 2}=\left\{\frac{x_{1}^{2}}{(1+\varepsilon)^{2}}+\left|x^{\prime}\right|^{2}=1\right\}=: \Omega_{\varepsilon}
$$

we have that $\rho\left(\Omega_{\varepsilon}\right)=\varepsilon$ and $\left[u_{\varepsilon}\right]_{\partial G_{\varepsilon}} \simeq \varepsilon$. This suggests that $\alpha=1$ (as in the local case).

- Nonlocality creates difficulties because it sees 'mass that is far away'.


## Open problem: the optimal exponent

Suppose that $f \equiv 1$ and $[u]_{\partial G}$ is small, so that $\Omega$ is uniformly close to a ball, say $B_{1}$. Moreover, consider the situation when the reflected region is precisely $B_{1}$ and the critical plane in the direction $e=e_{1}$ is $\left\{x_{1}=0\right\}$ :


- The reflected function $v_{\lambda}$ (at the critical time) is $s$-harmonic in $B_{1}$, so, by the nonlocal Poisson representation formula,
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$$

for all $x \in B_{1}$.
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- Using that $G \subset \subset B_{1}$ ( $\Omega$ is uniformly close to $B_{1}$ ) and regularity theory for the fractional Laplacian, one can show that

$$
\int_{\Omega_{-} \backslash B_{1}^{-}} \frac{\delta_{\partial \Omega}^{s}}{\delta_{\partial B_{1}}^{s}} d y \leqslant C[u]_{\partial G}
$$

and this is (in some sense) sharp. Here $\delta_{\partial A}:=$ distance function to $\partial A$. This is also indicative of the general case.
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for all $x \in B_{1}$.

- Using that $G \subset \subset B_{1}$ ( $\Omega$ is uniformly close to $B_{1}$ ) and regularity theory for the fractional Laplacian, one can show that

$$
\int_{\Omega_{-} \backslash B_{1}^{-}} \frac{\delta_{\partial \Omega}^{s}}{\delta_{\partial B_{1}}^{s}} d y \leqslant C[u]_{\partial G}
$$

and this is (in some sense) sharp. Here $\delta_{\partial A}:=$ distance function to $\partial A$. This is also indicative of the general case.

- If one can show that $\int_{\Omega_{-} \backslash B_{1}^{-}} \frac{\delta^{s}}{\delta_{\partial B_{1}}^{\leftrightharpoons}} d y \simeq \rho(\Omega)$ as $[u]_{\partial G} \rightarrow 0^{+}$then we are done (kind of...), but this requires fine estimates up to the boundary!
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