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Can AI help us discover 

interesting mathematics?

Joint Mathematics Meetings, Washington DC, 2026.

Geordie Williamson



The last decade of AI

- 2016: AlphaGo (AI system beats world leading Go player)

- 2020: AlphaFold (protein structure prediction, Nobel prize 2024)

- 2021: Image generation (Dall-E...)

- 2022: ChatGPT + LLMs.

Broad adoption by society, major impacts on education.

- 2024: IMO Silver (AlphaProof)

- 2025: IMO Gold (several labs)

What is a mathematician to do?



My philosophy

We are making a mistake if our only reaction to these developments 

is ignorance and fear.

Two millennia of mathematics has been a journey full of surprises.

Many surprises await us!

New tools with great potential deserve our attention. 

AI has major implications for math and the world more broadly.

This discussion is of great importance, and needs our engagement.

(I will return to this at the end of this lecture.)



AI and mathematics

Neural networks are a major tool in applied mathematics.

Major recent progress with development and adoption of 

formal proof assistants (Lean, Isabelle,…).

Here the computer checks that a proof is correct.

Automated proof remains a major challenge.

Major focus of several AI startups.

In 2025 we began to see some impacts of LLMs on 

research level mathematics.

Mathematics and code generation are currently serving as 

an important benchmark for AI systems.



Plan of colloquium lectures

The three lectures are largely independent and (hopefully) broadly accessible.

Sunday

Can AI help us discover 

interesting mathematics?

Monday

Mental models

for neural networks
(non expert introduction)

Tuesday

Searching for interesting 

mathematical objects with 

neural networks
(my current obsession)



Plan of today’s talk

- A few slides about machine learning and neural networks.

- Three examples of AI assisted mathematical discovery:

i) Bruhat graphs and combinatorial invariance

ii) Elliptic curves and murmurations

iii) Bruhat graphs and hypercubes via AlphaEvolve

Note: i) and ii) are “low resource AI”, the last uses LLMs.

- Some reflections on mathematics and AI.



Machine learning and neural networks



Machine learning in nutshell

Perceptual functions (vision, speech,...)  

involve very large dimensions.

Example: The image of tiger is a vector in ℝ𝑛, 

where 𝑛 = 2 × 106.

There are powerful simple ways of dealing with 

high-dimensional data (regression, PCA,...).

Neural networks provide powerful non-linear 

function approximators in high dimension.

Amélie Rec/Pexels



The line of best fit



Neural network: a powerful approximator



Example 1:

Bruhat graphs, Kazhdan-Lusztig polynomials and 

combinatorial invariance



The Bruhat graph

Given a permutation 𝑥 ∈ 𝑆𝑛 its length is

ℓ 𝑥 = # 𝑖 < 𝑗 𝑥 𝑖 > 𝑥(𝑗) }.



The Bruhat graph

Given a permutation 𝑥 ∈ 𝑆𝑛 its length is

ℓ 𝑥 = # 𝑖 < 𝑗 𝑥 𝑖 > 𝑥(𝑗) }.

The Bruhat graph is the Cayley graph of 𝑆𝑛
with generators the transpositions (𝑖, 𝑗).



The Bruhat graph

Given a permutation 𝑥 ∈ 𝑆𝑛 its length is

ℓ 𝑥 = # 𝑖 < 𝑗 𝑥 𝑖 > 𝑥(𝑗) }.

The Bruhat graph is the Cayley graph of 𝑆𝑛
with generators the transpositions (𝑖, 𝑗).

We direct its edges using the length function.

The Bruhat order is 𝑥 ≤ 𝑦 if there exists a 

path from 𝑥 to 𝑦 in the Bruhat graph.



The Bruhat graph

Given a permutation 𝑥 ∈ 𝑆𝑛 its length is

ℓ 𝑥 = # 𝑖 < 𝑗 𝑥 𝑖 > 𝑥(𝑗) }.

The Bruhat graph is the Cayley graph of 𝑆𝑛
with generators the transpositions (𝑖, 𝑗).

We direct its edges using the length function.

The Bruhat order is 𝑥 ≤ 𝑦 if there exists a 

path from 𝑥 to 𝑦 in the Bruhat graph.

For 𝑥 ≤ 𝑦 get Bruhat graph of interval 𝑥, 𝑦 .



The Bruhat graph

𝑛 = 4



The Bruhat graph

𝑛 = 4



The combinatorial invariance conjecture (Dyer, Lusztig 1980s)

The University of Sydney

x, y (pair of permutations, 𝑥 ≤ 𝑦)

Kazhdan-Lusztig polynomial (1979)

Strong combinatorial

invariance conjecture

Bruhat graph (1950s)



How to get an idea from many examples?

The University of Sydney

1 + 2𝑞 1 + 2𝑞 1 + 𝑞 + 2𝑞2 1 + 𝑞

1 + 2𝑞 1 + 2𝑞2 + 𝑞3 1 + 𝑞 + 2𝑞2 1 + 3𝑞



How to get an idea from many examples?

We train a graph neural network to 

predict Kazhdan-Lusztig polynomials 

from the Bruhat graph.

We inspect the gradients of the neural 

network. Certain edges are much more 

important than others for prediction.

This led to a new formula for Kazhdan-

Lusztig polynomials, and a new approach 

to the combinatorial invariance conjecture.

The University of Sydney

~ two weeks ~ two months ~ seven months



Much activity!

2021

2025

2025

2023

2024

(Rep theory + knot theory results)



Example 2:

Elliptic curves and murmurations



The rank of an elliptic curve

Consider an elliptic curve over ℚ:

𝐸: 𝑦2 = 𝑥3 + 𝐴𝑥 + 𝐵, 𝐴, 𝐵 ∈ ℤ

The rational solutions 𝐸 ℚ of this equation form a finitely-generated abelian 

group (Mordell-Weil). Thus

𝐸 ℚ = 𝐸 ℚ 𝑡𝑜𝑟𝑠 ⊕ℤ𝑟𝑎𝑛𝑘 𝐸 .

- Determination of 𝐸 ℚ 𝑡𝑜𝑟𝑠 is “easy”.

- Determination of 𝑟𝑎𝑛𝑘(𝐸) is a major problem in Diophantine geometry.



The rank of an elliptic curve

For any prime 𝑝 we can reduce the equation

𝐸: 𝑦2 = 𝑥3 + 𝐴𝑥 + 𝐵, 𝐴, 𝐵 ∈ ℤ
modulo 𝑝 and count solutions to get a number 𝑁𝑝(𝐸).

This is “easy”.

Birch and Swinnerton-Dyer, Notes on elliptic curves I, Crelle’s journal, 1963.



Elliptic curves via their features

It is tempting to think of 𝐸 as represented in a large vector space 

by the “Frobenius traces”:

𝑎𝑝(𝐸) = 𝑝 + 1 − 𝑁𝑝(𝐸)

Thus, an elliptic curve becomes encoded by an infinite sequence 

of integers indexed by the primes:

[−1, 0, 0, −2, −3, 0, 0, −2, 3, 6, 4, −2, 0, 8, 9, 6, −9, 2, −8, 0, −5, 14, 15,… ]

By considering the large-scale structure of this dataset, He, Lee, 

Oliver and Pozdnyakov were led to a remarkable observation.



Murmurations

Let ℇ𝑟 𝑁1, 𝑁2 denote the set of (isogeny classes of) elliptic curves of 

rank 𝑟 and conductor between 𝑁1 and 𝑁2.

They observed striking oscillations in the average values of the 𝑎𝑝(𝐸):

𝑓𝑟 𝑝 =
1

#ℇ𝑟 𝑁1, 𝑁2
෍

𝐸∈ℇ𝑟 𝑁1,𝑁2

𝑎𝑝(𝐸)

Image Credit: Andrew Sutherland



Sarnak’s letter, 2023

Sutherland’s letter, 2022

2024

2025

2024

2024

2025

Much activity!



Nuts and bolts

- A genuinely new phenomenon in number theory,

that could have been noticed decades ago!

- Arose from attempting to understand earlier observations by He, Lee and 

Oliver that ranks of elliptic curves can be learned by linear regression.

- Ordering by conductor is critical.

- The L-functions and modular forms database (LMFDB)

provides easy access to enormous amounts of well-organized arithmetic 

data, enabling such experiments.



Example 3:

Bruhat graphs and hypercubes via AlphaEvolve



funsearch and AlphaEvolve

Suppose we are looking for some concrete mathematical object

(e.g. a graph, a subset of 𝔽𝑝
𝑛, ...).

We may describe the object explicitly (e.g. via an adjacency matrix, 

or list of points, ...) or may provide a recipe for building the object.

Sometimes a recipe can be given by a python program.

LLMs like writing python! We can search in program space.

This is the fundamental idea behind funsearch and AlphaEvolve.



Classical local search

Image credit: Adam Wagner



Local search in python programs

Image credit: Adam Wagner



Hypercubes in Bruhat order

What is the largest hypercube inside Bruhat

order in the symmetric group?



Hypercubes in Bruhat order

What is the largest hypercube inside Bruhat

order in the symmetric group?



Hypercubes in Bruhat order

What is the largest hypercube inside Bruhat

order in the symmetric group?

We have a big graph (with n! vertices). We 

are looking for a rare subgraph.*

We ask for python programs for the 

permutations at the bottom and top of the 

interval.

*) This is not the original problem (which involved the “d invariant”), 

but ended up being equivalent to it.



Prompting AlphaEvolve



Over night AlphaEvolve found something very interesting...



Decompiling into a theorem

Jordan Ellenberg noticed that if 𝑛 = 2𝑚 the subgraph has a simple description. 

Theorem: (Ellenberg, Libedinsky, Plaza, Simental Rodriguez, Wagner, W.)

Dyadically well-distributed permutations provide a hypercube of size Ω(𝑛 log𝑛).



This experience was unusual

Typically, AlphaEvolve does a reasonable job at providing fixed n solutions.

This is the only case I know of that provided a general n solution.



Arxiv:2511.02864v1, Nov 2025 From Terry Tao’s blog

How well does this work?



Watch this space!

2025

2025

Tomorrow!



Broader context of AI for math



Immediate challenges

- We don’t yet have a culture around acknowledging AI use, versioning, 

certificates, benchmarks, documenting resource usage, ...

See: https://ai-math.zulipchat.com/

- AI for math requires a specific skillset (computational math, software 

engineering and GPU basics, databases, ...).

- New NSF institute ICARM at CMU. Part of their mission is to fill this gap: 



Broader context

- Industry AI labs (and government) are not primarily 

motivated by intellectual curiosity.

- Some members of the community are concerned about 

the negative effects of industry involvement.

See upcoming Leiden declaration:
https://siliconreckoner.substack.com/p/tulips-and-turbulence

- The integrity of the mathematical community is one of our 

strongest assets. What we do and say matters.



Summary

We should engage with the opportunities and 

challenges raised by AI.

Three examples were presented, of AI 

assisted mathematical discovery.

There are several other such examples, and 

no doubt the list will grow. AI for math is very 

much in its infancy.



Thank you
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