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Abstract

We study the upper and lower bounds for prices of European and American style options

with the possibility of an external termination, meaning that the contract may be terminated at

some random time. Under the assumption that the underlying market model is incomplete and

frictionless, we obtain duality results linking the upper price of a vulnerable European option

with the price of an American option whose exercise times are constrained to times at which the

external termination can happen with a non-zero probability. Similarly, the upper and lower

prices for an vulnerable American option are linked to the price of an American option and a

game option, respectively. In particular, the minimizer of the game option is only allowed to

stop at times which the external termination may occur with a non-zero probability.
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1 Introduction

The goal of this work is to obtain duality results for the upper and lower price bounds of European
and American style options with the possibility of an external termination, meaning that the contract
may be terminated at some random time by an external force and, if this occurs, then the promised
payoff P is replaced by the recovery payoff R, which can be either higher or lower than P .

From the perspective of the financial mathematics literature, we would like to give an essen-
tial generalization of results from Szimayer [37] who has studied unilateral valuation of vulnerable
American options in an incomplete extension of the Black-Scholes model with a possibly unbounded
risk-neutral default intensity under the hypothesis (H). In particular, our results furnish essential
extensions of Theorem 3 in [37]. At first glance our results may appear similar to that of Szimayer
[37]. However, our methods of proofs are completely different from the approach in [37] where the
main arguments were based on the possibility of approximation in probability of any stopping time
in the Brownian filtration by random times with unbounded intensities. In contrast, inspired by
Fuhrman et al. [15], we use a BSDE approach, which can be easily extended to a more general non-
linear setup, as studied, e.g., in [5]. Also, we make minimal assumptions on the random time and
move away from the standard assumptions, such as the existence of the default intensity, hypothesis
(H), conditions (C) and (A). For the sake of generality, we will use optional stochastic calculus
from [16, 17] and the recent results on a martingale representation from [7, 8].

To be more precise, by duality results we mean the link between the price bound computed
using a family of martingale measures and the issuer’s superhedging price computed via reflected
BSDE. Similar to [37] we obtain the interpretation of the upper or superhedging price of a vulnerable
European option with the payoff P and recovery R in an incomplete model as the classical arbitrage-
free price in the underlying complete model of an American option with the payoff P1JT K +R1J0,T J

where T is the terminal data. In contrast to the result obtained in Szimayer [37], a pertinent new
feature in this work is that, rather than being able to exercise at any time up to the terminal date
T , the potential exercise times of the American option is constrained to the right support of the
(optional) hazard process. In the same vein, we also show that the upper and lower price bound of
the vulnerable American option is an American option with payoff (P ∨ R1S)1J0,T K + PT1JT K and
a game option where the reward of the maximizer and minimizer is given by P and R, respectively.
A study of the lower price for the vulnerable European option was deliberately omitted since it
can be obtained from the corresponding result for a vulnerable American option. The interesting
new feature here is the dependence of the payoff on the support of the hazard process, which is
related to S, and that two players in the zero-sum game do not share the same set of exercise times.
In particular, the minimizer’s exercise times are constrained to the right support of the optional
hazard process. From a financial perspective, the support of the hazard process corresponds to
times when external termination can occur with non-zero probability. The main message here is
that the knowledge of the timings of the external termination can help improve the price bound of
vulnerable options.

The current work also differs from the existing literature on a BSDE approach to the superhedging
problem for defaultable instruments, as was studied, e.g., by Dumitrescu et al. [10, 11] in the case
of a complete market and Grigorova et al. [21, 22] under market incompleteness. As we only
examine the pricing problem up to a random time, we do not work directly with BSDEs in the
progressively enlarged filtration but rather with the so-called pre-default or reduced BSDE. By doing
so, we separate the default-free market, which is assume to be complete, from the market with
default event, which is possibly incomplete. The advantage here is that rather than retrieving a
BSDE with constrained jumps in the enlarged filtration, we obtain a more natural representation of
the (pre-default) super-hedging price of a vulnerable European option through a related American
option.

The structure of the paper is as follows. In Section 2, we first introduce the necessary tools
for the study of random times from the general theory of stochastic processes and the theory of
enlargement of filtration. We then give some recent auxiliary results from Choulli and Yansori [8]
regarding the characterization of equivalent martingale measures in the progressive enlargement of
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a reference filtration with observations of a random time. By taking advantage of these results we
illustrate how the Azéma supermartingale or the survival process, and hence the optional hazard
process, associated with a random time can be computed under a change of equivalent martingale
measure. To the best of our knowledge, the general results derived in the subsection are new and are
crucial to the computation of the price bounds for vulnerable European and American options. For
simplicity, we later assume that the optional hazard process is continuous (condition (A) holds) and
hence is equal to the hazard process. However, it must be stressed that the knowledge of the optional
hazard is indispensable in studying the case where the optional hazard is purely discontinuous.

In Section 3, we consider the upper price bound of a vulnerable European option. By penalizing
the hazard process and making use of results on generalized BSDEs from Li et al. [30], we show in
Theorem 3.1 that the upper price bound of the vulnerable European option coincides with the price
of an American option with admissible exercise times constrained to the right support of the hazard
process. In other words, the worst case scenario for the buyer of a vulnerable European option is
essentially when the counterparty is able to select the timing of the default in an optimal way, in
other words, an American option.

Before moving to the study of vulnerable American options in Section 5, we give in Section 4
some auxiliary results on the Doob-Meyer-Mertens decomposition and the pre-default value of a
vulnerable American option. In Section 5, we consider the upper and lower price of a vulnerable
American option. We show in Theorem 5.1 that the upper price of a vulnerable American option is
formally equivalent to the price of an American option with a modified payoff. More interestingly,
we show in Theorem 5.2 that the lower price of a vulnerable American option can be interpreted as
the value process of a game option where the sets of admissible exercise times are different for each
of the two players. To be more specific, the minimizer is only allowed to exercise at stopping times
that take values in the right support of the optional hazard process.

Regarding the background knowledge, for the general theory of stochastic processes, we refer to
He et al. [23] and the reader interested in stochastic calculus for optional semimartingales is referred
to Gal’čuk [17]. For more details on the theory of random times and enlargement of filtration
with applications to problems arising in financial mathematics (such as credit risk modeling or
insider trading), the interested reader may consult the monograph by Aksamit and Jeanblanc [3]
and the recent paper by Jeanblanc and Li [24]. For the reader’s convenience, the required results on
generalized BSDEs and generalized RBSDEs are reported in Li et al. [30].

2 Market Model and Optional Hazard Process

We start by introducing the notation and recalling some fundamental concepts associated with
modeling of a random time and the concept of the progressive enlargement of a reference filtration.
We assume that a strictly positive and finite random time ϑ, which is defined on a probability space
(Ω,G,P), as well as some reference filtration F are given. Then the enlarged filtration G is defined
as the progressive enlargement of F by observations of ϑ (see, e.g., [3]) and thus a random time ϑ,
which is not necessarily an F-stopping time, belongs to the set of all finite G-stopping times, which
is denoted as T (G). We emphasize that the filtrations F and G are henceforth supposed to satisfy
the usual conditions of P-completeness and right-continuity.

Recall that a stochastic process X with sample paths possessing right-hand limits is said to be
F-strongly predictable if it is F-predictable and the process X+ is F-optional (Definition 1.1 in [17]).
We will use the following notation for classes of processes adapted to the filtration F:

• O(F), P(F), P(F) and Pr(F) are the classes of all real-valued, F-optional, F-predictable, F-strongly
predictable and F-progressively measurable processes, respectively;
• Od(F), Pd(F), Pd(F) and Prd(F) are the classes of all Rd-valued, F-optional, F-predictable, F-
strongly predictable and F-progressively measurable processes, respectively;
• M(F) (resp., Mloc(F)) is the class of all F-martingales (resp., F-local martingales);
• Mϑ(F) (resp., Mϑ

loc(F)) is the class of all F-martingales (resp., F-local martingales) stopped at ϑ.
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An analogous notation is used for various classes of G-adapted processes. For instance, P(G) denotes
the class of all G-predictable processes, Mϑ

loc(G) is the class of all G-local martingales, which are
stopped at the random time ϑ, etc.

In order to simplify the notation, we denote by X • Y the Itô integral of X with respect to a
classical (i.e., càdlàg) semimartingale Y , that is, (X • Y )t :=

∫
]0,t]Xs dYs. We will use the notation

from Gal’čuk [17] pertaining to a pathwise decomposition of a làdlàg process. If C is an F-adapted,
làdlàg process, then we write C = Cc+Cd+Cg where the process Cc is continuous, the càdlàg process
Cd equals Cd

t :=
∑

0≤s≤t(Cs−Cs−) and the càglàd process Cg is given by Cg
t :=

∑
0≤s<t(Cs+−Cs).

This also means that C = Cr + Cg where the càdlàg process Cr satisfies Cr = C − Cg = Cc + Cd.
Notice that if C is a càglàd process, then manifestly Cd = 0 and thus Cr = Cc is a continuous
process. Similarly, if C is a càdlàg process, then Cg = 0 and thus C = Cr. Furthermore, we write
∆C = ∆Cd = C − C− and ∆+C = ∆Cg

+ = C+ − C where Cg
+ is the càdlàg version of the càglàd

process Cg. Finally, we denote the stochastic exponential of an optional (làglàd) semimartingale X
by E(X) and Es,t(X) = Et(X)/Es(X) for s ≤ t (see Theorem 5.1 in [18]).

2.1 Predictable and Optional Hazard Processes

For a fixed random time ϑ, we define the indicator process A ∈ O(G) by A := 1Jϑ,∞J so that
At = 1{ϑ≤t} for all t ∈ R+. We denote by pA (resp., oA) the F-predictable projection (resp.,
the F-optional projection) of A. Furthermore, we denote by Ap (resp., Ao) the dual F-predictable
projection (resp., the dual F-optional projection) of A. The BMO F-martingales m and n associated
with Ao and Ap, respectively, are defined as follows.

Definition 2.1. Let mt := EP[A
o
∞ | Ft] so m∞ = Ao

∞ and let nt := EP[A
p
∞ | Ft] so n∞ = Ap

∞.

As in Azéma [6], we introduce the F-supermartingales G and G̃ associated with ϑ.

Definition 2.2. The càdlàg process G ∈ O(F), given by the equality Gt := P(ϑ > t | Ft), is called

the Azéma supermartingale of ϑ with respect to F. The làdlàg process G̃ ∈ O(F), given by the

equality G̃t := P(ϑ ≥ t | Ft), is called the Azéma optional supermartingale of ϑ with respect to F.

It is clear that G̃ ≥ G and the following equalities hold

G = o(1J0,ϑJ) =
o(1−A), G̃ = o(1J0,ϑK) =

o(1−A−). (2.1)

The F-predictable hazard process of ϑ, denoted as Γ, is given by (see Definition 1.6 in [24])

Γt =

∫

]0,t]

G−1
s− dA

p
s (2.2)

and the F-optional hazard process of ϑ, denoted as Γ̃, equals (see Definition 2.8 in [24])

Γ̃t =

∫

[0,t]

G̃−1
s dAo

s. (2.3)

Let us recall some well-known properties of the Azéma supermartingales G and G̃ and their rela-
tionship to the hazard processes Γ and Γ̃ (see, e.g., Aksamit and Jeanblanc [3]). In particular, for
the proofs of assertions (iv)–(vi), we refer to Propositions 2.3 and 2.9 in Jeanblanc and Li [24] (see
also Kardaras [26, 27]). It is worth noting that G is strictly positive if and only if G− is strictly

positive or, equivalently, G̃ is strictly positive.

Lemma 2.1. (i) We have that G = n−Ap = m−Ao and G̃ = m−Ao
− and thus

Gt = EP[A
p
∞ − Ap

t | Ft] = EP[A
o
∞ −Ao

t | Ft], G̃t = EP[A
o
∞ −Ao

t− | Ft].
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(ii) The following equalities are valid: G̃− = G− and G̃+ = G+ = G.

(iii) The following equalities are valid: G̃−G = o(1JϑK) = ∆Ao and G̃−G− = ∆m.

(iv) If G is strictly positive, then G = E(−Γ̃)E(Ñ) where Ñ := G̃−1
− •m = G−1

− •m ∈ Mloc(F).

(v) If G̃ is strictly positive, then G̃ = E(−Γ̃−)E(Ñ ) where Ñ := G̃−1
− •m = G−1

− •m ∈ Mloc(F).
(vi) If G is strictly positive, then G = E(−Γ)E(N) where N := (pG)−1

• n ∈ Mloc(F).

The equality G = n − Ap (resp., G̃ = m − Ao
−) gives the Doob-Meyer (resp., the Doob-Meyer-

Mertens) decomposition in the filtration F of the supermartingaleG (resp., the optional supermartin-

gale G̃). It is also known from the classical theory of enlargement of filtration that the G-martingale
part of the Doob-Meyer decomposition in the filtration G of the bounded G-submartingale A, de-
noted by nG, has the following representation

nG := A− 1K0,ϑKG
−1
− •Ap = A− 1K0,ϑK • Γ = A− Γϑ. (2.4)

Furthermore, it was shown in Choulli et al. [7] (see Theorem 2.3 in [7] or Jeanblanc and Li [24])
that the following process mG is a G-martingale with integrable variation

mG := A− 1K0,ϑKG̃
−1

• Ao = A− 1K0,ϑK • Γ̃ = A− Γ̃ϑ. (2.5)

The processes nG and mG are known to belong to the class M(G) but their properties are markedly
different. In particular, mG is a pure default martingale (see Definition 2.2 in Choulli et al. [7])
whereas nG does not necessarily have that property.

The following result is well known (see, e.g., Lemma 2.9 and Corollary 2.10 in [3]).

Lemma 2.2. If G is a strictly positive process, then for any bounded, F-predictable process X

EP(Xϑ | Gt) = 1{ϑ≤t}Xϑ + 1{ϑ>t}G
−1
t EP

[ ∫

]t,∞]

Xs dA
p
s

∣∣∣Ft

]
(2.6)

and for any bounded, F-optional process X

EP(Xϑ | Gt) = 1{ϑ≤t}Xϑ + 1{ϑ>t}G
−1
t EP

[ ∫

]t,∞]

Xs dA
o
s

∣∣∣Ft

]
. (2.7)

The following useful result is due to Aksamit et al. [1].

Proposition 2.1. Let the F-stopping time η̃ be given by η̃ := inf{t ∈ R+ : G̃t− > G̃t = 0}. If M is
an F-local martingale, then the process

Mϑ − 1J0,ϑKG̃
−1

• [M,m] + 1J0,ϑK •
(
∆Mη̃1[[η̃,∞[[

)p
(2.8)

is a G-local martingale stopped at ϑ.

In particular, if G̃ is a strictly positive process, then for any F-local martingale M we set

T (M) :=M − G̃−1
• [M,m] and T (M) := T (Mϑ) =Mϑ − G̃−1

• [M,m]ϑ. (2.9)

Note that T (M) is aG-local martingale stopped at ϑ. If, in addition, all F-martingales are continuous
(that is, if the so-called condition (C) holds – for instance, when F is a Brownian filtration), then

O(F) = P(F) and thus the equalities G̃ = G− and Ao = Ap are valid so that also mG = nG. Then
equality (2.9) becomes

T (M) =M −G−1
• 〈M,n〉. (2.10)

Lemma 2.3. If M is a uniformly integrable F-martingale, then the process

Mϑ− −G−1
• [M,n]ϑ− (2.11)

is a G-local martingale.
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Proof. Let H be a bounded G-predictable process and let h be a bounded F-predictable process
such that h1J0,ϑK = H1J0,ϑK. By using the dual F-predictable projection of A, we obtain

EP[(H • 1J0,ϑJM ]∞) = EP[(h •M)ϑ−] = E[((h •M)− • Ap)∞] = −EP[((h •M)− •G)∞].

The integration by parts formula and Yœurp’s lemma yield

−EP[((h •M)− •G)∞] = EP[(G− • (h •M))∞] + EP[[h •M,G]∞]

= EP[(h • [M,n])∞] = EP[(HG
−1
1J0,ϑJ • [M,n])∞]

since H = h on J0, ϑK and it is known that {ϑ > t} ⊂ {Gt > 0}.

2.2 Martingale Densities and Martingale Measures

As in Choulli and Yansori [8], we consider a market model composed of a finite family of underlying
assets described by a semimartingale S and complemented by an arbitrary random time ϑ, which
might not be an F-stopping time. The main goal in [8] was to obtain an explicit description of the
set of all deflators for the stopped process Sϑ and to analyze the No Free Lunch with Vanishing Risk
(NFLVR) property for the stopped market model (Sϑ,G,P). As was pointed out in [8], the class
of all deflators constitutes the dual set of all admissible wealth processes for the market (Sϑ,G,P)
and hence it can be used to address the hedging and pricing problems for derivative securities using,
in particular, previous results on the classification of martingales in filtration G and representation
theorems for a progressively enlarged filtration obtained in Choulli et al. [7].

We refer the reader to [7] and [8] for details and we only present some results from [8] that will
be used in what follows. In particular, the reader is referred to Definition 2.1 in [8] for the concepts
of a deflator and to Definition 4.1 therein for the NFLVR property. To formulate our assumptions,
we need to recall a generic definition of a martingale deflator and martingale density where H is any
filtration (in our setup, H can be taken to be either F or G) and X is an arbitrary H-semimartingale.

Definition 2.3. Consider a triplet (X,H,P) where X is an (H,P)-semimartingale.
(i) A stochastic process Z is a local martingale deflator for (X,H,P) if Z0 = 1, Z > 0 and there
exists a real-valued, H-predictable process ϕ such that 0 < ϕ ≤ 1 and the processes Z and Z(ϕ •X)
are (H,P)-local martingales. The class of local martingale densities for (X,H,P) is denoted by
Zloc(X,H,P).
(ii) A stochastic process Z is a martingale density for (X,H,P) if Z belongs to Zloc(X,H,P) and is
a uniformly integrable (H,P)-martingale. The class of martingale densities for (X,H,P) is denoted
by Z(X,H,P).

It is known that a market model (X,H,P) enjoys the NFLVR property (see, e.g., Definition 4.1
in [8]) if and only if the class Z(X,H,P) of martingale densities for (X,H,P) is nonempty.

We consider a market model with a finite horizon date T > 0. Let S be a d-dimensional
F-semimartingale, which is defined on a probability space (Ω,G,P). As customary, we assume
that S represents discounted prices of non-dividend-paying assets with prices S1, S2, . . . , Sd. As
in Choulli and Yansori [8], we first consider the market model (S,F,P) and subsequently examine
its modification represented by the triplet (Sϑ,G,P) where ϑ is a fixed random time and G is the
progressive enlargement of F with ϑ. Since we consider the case of a finite horizon date T we also
have that Sϑ = Sϑ∧T . We will henceforth assume that the class Z(S,F,P) is nonempty, which is
equivalent to the NFLVR property of the market model (S,F,P).

Theorem 3.2 in Choulli and Yansori [8] describes the class of all local martingale deflators for
the market (Sϑ,G,P) and Theorem 4.2 studies martingale densities for (Sϑ,G,P) when G > 0. For
the reader’s convenience, we state some of their findings in Theorem 2.1. As in [8], we denote

Io,F
loc (m

G,G) :=
{
K ∈ O(F) : |K|GG̃−1

1{G̃>0} • A ∈ Aloc(G,P)
}

where Aloc(G) is the set of all G-adapted, càdlàg with locally integrable variation under P It is

known (see Theorem 2.3 (b) in [8]) that for every process K ∈ Io,F
loc (m

G,G) the process K •mG is a



8 L. Li, R. Liu and M. Rutkowski

G-local martingale with locally integrable variation. Furthermore, we denote by L1
loc(Pr(F),P⊗dA)

the class of all F-progressively measurable processes locally integrable with respect to P⊗ dA. The
following result can be deduced from Theorems 3.2 and 4.2 in Choulli and Yansori [8].

Theorem 2.1. Suppose that G > 0 (and hence also G̃ > 0). Then:
(i) If the market model (S,F,P) satisfies NFLVR, then the market model (Sϑ,G,P) also satisfies
NFLVR. Equivalently, if the class Z(S,F,P) is nonempty, then the class Z(Sϑ,G,P) is nonempty.
Furthermore, if a process ZF belongs to Z(S,F,P), then the process ZG := (ZF)T∧ϑ/E(G−1

− •m)T∧ϑ

belongs to Z(Sϑ,G,P).

(ii) Let the couple (ϕ(o), ϕ(pr)) ∈ Io,F
loc (m

G,G)×L1
loc(Pr(F),P ⊗ dA) be bounded processes such that

EP

[
ϕ
(pr)
ϑ | Fϑ

]
= 0 and

ϕ(pr) > −1, ϕ(o) > −G̃G−1, P⊗ dA-a.e. ϕ(o)(G̃−G) < G̃, P⊗∆Ao-a.e. (2.12)

and let ZF be any martingale density for the market model Z(S,F,P). If the process (ηϕt , t ∈ [0, T ])
given by

ηϕ :=
(ZF)ϑ

E(G−1
− •m)ϑ

E
(
ϕ(o)

•mG
)
E
(
ϕ(pr)

• A
)

(2.13)

is a uniformly integrable (G,P)-martingale, then it belongs to the class Z(Sϑ,G,P), that is, the
process ηϕ is a martingale density for the market model Z(Sϑ,G,P).

Remark 2.1. Notice that conditions (2.12) are necessary and sufficient for the property of strict
positivity of the process ηϕ given by (2.13). This is readily seen for the first inequality in (2.12),

which is equivalent to the property E
(
ϕ(pr)

• A
)
> 0. Similarly, the condition ϕ(o) > −G̃G−1 is

needed to ensure that E
(
ϕ(o)

• mG
)
is strictly positive on the graph [[ϑ]] of ϑ and the inequality

ϕ(o)(G̃ − G) < G̃ is equivalent to the strict positivity of E
(
ϕ(o)

• mG
)
on [[0, ϑ[[. To check these

conditions, it suffices to use the explicit representation for the Doléans exponential, equation (2.5)

and the equalities G̃ −G = ∆Ao = G̃∆Γ̃, which follow from Lemma 2.1 (i) and equation (2.3). In

the special case where Ao (or, equivalently, Γ̃) is a continuous process, we have that G̃ = G and thus
conditions (2.12) become: ϕ(pr) > −1, ϕ(o) > −1, P⊗ dA-a.e..

Remark 2.2. In general, the process ηϕ given by (2.12) is a local martingale under P and thus it
is a local martingale deflator for Z(Sϑ,G,P). However, we postulate that ηϕ is a martingale under
P and thus it is a martingale density for for the market model Z(Sϑ,G,P). It is shown in Theorem
4.2 in [8] that if ϕ(o) ≥ 0, then ηϕ is a martingale under P and hence is a martingale density for
(Sϑ,G,P) but the inequality ϕ(o) ≥ 0 is too restrictive if one wishes to describe the class of all
martingale densities for (Sϑ,G,P).

The condition ϕ(o) ≥ 0 is too restrictive and is only a sufficient condition used in Theorem 4.2
of [8] to ensure that ηϕ is a uniformly integrable G martingale. We present the following lemma to
give sufficient conditions for that property to hold. In view of Lemma 2.4, we will later postulate in
Assumption 3.1 that the hazard process Γ is continuous and satisfies suitable integrability conditions.

Lemma 2.4. Assume that ϕ(o) +G−1G̃ > 0, the continuous part of the optional hazard process Γ̃c

satisfies E[eΓ̃
c
T∧ϑ ] <∞ and the number of jumps of Γ̃ is bounded. Then the process ηϕ is a uniformly

integrable (G,P)-martingale.

Proof. We observe (see also equation (4.80) in [8]) that

0 ≤ E
(
ϕ(o)

•mG
)
≤ E

(
− ϕ(o)

1K0,ϑJ • Γ̃
)(
1 +GϑG̃

−1
ϑ ϕ

(o)
ϑ 1Jϑ,∞K}

)
.

From the fact that G̃ ≥ G and that ϕ(o) is bounded, one can deduce that the second term in the



Vulnerable Options 9

product above is bounded. The first term on the other hand can be estimated as follows

E
(
− ϕ(o)

1K0,ϑJ • Γ̃
)
= exp

(
− (G̃G−1 + ϕ(o))1K0,ϑJ • Γ̃c

)
exp

(
G̃G−1

1K0,ϑJ • Γ̃c
)∏

s≤·

(
1− ϕ(o)

s ∆Γ̃s

)

≤ exp
(
Γ̃c

)∏

s≤·

(
1 + ∆Γ̃s

)
≤ exp

(
Γ̃c

)
2N

where in the last inequality we have used the assumption that ϕ(o) +G−1G̃ > 0 and the number of
jumps is bounded. From the above we obtain

E

[
sup
t≤T

|Et
(
ϕ(o)

•mG
)
|
]
≤ E

[
exp

(
Γ̃c
T∧ϑ

)]
2N <∞

and hence E
(
ϕ(o)

•mG
)
is a uniformly integrable (G,P)-martingale.

We henceforth work under the postulate that the class Z(S,F,P) has a unique element, which
is denoted by ZF. Then the probability measure Q on (Ω,FT ) given by dQ/dP = ZF

T is the unique
equivalent local martingale measure (ELMM) for the model (S,F,P), in the sense that there exists
a real-valued, F-predictable process ϕ such that 0 < ϕ ≤ 1 and the process ϕ • S is an (F,Q)-local
martingale (i.e., the process S is a σ-martingale under Q). We work throughout under the standing
assumptions of the strict positivity of G and completeness of the market model Z(S,F,P).

Assumption 2.1. We postulate that:
(i) the Azéma supermartingale G of ϑ under P (and hence G− and G̃) are strictly positive;
(ii) the class Z(S,F,P) is nonempty and has a unique element ZF, which defines a unique ELMM
Q for the complete market model (S,F,P);
(iii) there exists anRd-valued, (F,P)-local martingaleM with the predictable representation property
for the filtration F.

In view of Assumption 2.1 (ii), the market model Z(S,F,P) has a unique ELMM Q. The (F,Q)-
martingale associated with M through the Girsanov theorem is denoted by MQ or more explicitly,

MQ =M −
1

ZF
−

• [M,ZF]. (2.14)

It is known that MQ the predictable representation property holds in the filtration F under Q (see
Aksamit and Fontana [2]).

Lemma 2.5. There exists a F-predictable process ϕ(p) such that

ZF
T∧ϑ

ET∧ϑ(G
−1
− •m)

= ET
(
ϕ(p)

• T (M)
)

(2.15)

where the (G,Q)-martingale T (M) is given by equation (2.9).

Proof. The asserted equality can be deduced from Assumption 2.1 (iii). We may represent the
strictly positive (F,P)-martingale ZF as ZF = E(MF) where MF is some (F,P)-martingale. From
equation (3.33) in Choulli and Yansori [8] we know that

(ZF)ϑ
(
E(G−1

− •m)
)ϑ = E

(
T (MF)−G−1

− • T (m)
)
.

By Assumption 2.1 (iii), the martingale representation holds for M and thus it is clear from (2.9)
that T (MF) = ζ • T (M) and T (m) = ψ • T (M) for some F-predictable processes ζ and ψ. Then

E
(
T (MF)−G−1

− • T (m)
)
= E

(
(ζ − ψG−1

− ) • T (M)
)
= E

(
ϕ(p)

• T (M)
)
,

which gives the desired equality.
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In view of Assumption 2.1, we henceforth assume that the process ϕ(p) is fixed throughout and
we introduce the following definition.

Definition 2.4. We denote by Φ the class of all processes ϕ = (ϕ(o), ϕ(pr)) satisfying the assumptions
of Theorem 2.1 (ii) and such that the process ηϕ, which is given by

ηϕ = E
(
ϕ(p)

• T (M)
)
E
(
ϕ(o)

•mG
)
E
(
ϕ(pr)

•A
)
= ηϕ

(p)

ηϕ
(o)

ηϕ
(pr)

, (2.16)

is a uniformly integrable (G,P)-martingale.

Observe that for any ϕ ∈ Φ the process ηϕ belongs to Z(Sϑ,G,P) and thus it defines a probability
measure Qϕ on (Ω,GT ) through the equality dQϕ/dP = ηϕT or, equivalently,

dQϕ

dP
= ET

(
ϕ(p)

• T (M)
)
ET

(
ϕ(o)

•mG
)
ET

(
ϕ(pr)

•A
)
= ηϕ

(p)

T ηϕ
(o)

T ηϕ
(pr)

T = ηϕT . (2.17)

It follows from Theorem 2.1 (ii) that any probability measure Qϕ is an ELMM for (Sϑ,G,P), which
entails the incompleteness of the market model (Sϑ,G,P) since it is clear that the uniqueness of an
ELMM does not hold.

2.3 Optional Hazard Process under a Martingale Measure

We are now in a position to start a study of arbitrage-free pricing of defaultable claims of either
a European or an American style in the market model (Sϑ,G,P). Our first goal is to compute
the F-optional projection and the dual F-optional projection of the process A after an equivalent
change of a probability measure. For brevity, given two equivalent probability measures on (Ω,GT ),
denoted as P and Qϕ, we shall only explicitly indicate the probability measure under which the
relevant processes are either defined or computed when we work under Qϕ ∈ Q. Hence, for instance,
we denote by G the F-optional projection of 1 − A under P, while we write GQϕ

(or, simply, Gϕ)
for the F-optional projection of 1 − A under Qϕ. For the ease of notation, this convention will be
applied to all processes throughout the paper, that is, the superscript Qϕ will be simplified to ϕ.

As was already mentioned, the processmG = A−Γ̃ϑ given by (2.5) is a pure default G-martingale
of finite variation and mG = (mG)ϑ. In addition, for any bounded F-optional process K we have

EP[(K • (mG)o)∞] = EP[(K •mG)∞] = 0 (2.18)

since the process K • mG is a G-martingale. The key message from (2.18) is that (mG)o = 0 or,

equivalently, Ao = (Γ̃ϑ)o.

Notice that the equality Ao = (Γ̃ϑ)o can be checked directly as follows: Γ̃ϑ = (1 −A−)G̃
−1

• Ao

and thus (Γ̃ϑ)o = o(1−A−)G̃
−1

•Ao = Ao. Equality (2.18) shows that in order to compute the dual
F-optional projection of A under an equivalent probability measure Qϕ ∈ Q, it suffices to identify
the optional Jeulin-Yor formula (see, e.g., Lemma 2.7 in [24]) for the pure default martingale mG

under Qϕ.

The following lemma is used in the proof of Proposition 2.2.

Lemma 2.6. Let (τ̂n)n∈N be a sequence of G-stopping times such that limn→∞ τ̂n = ∞. If (τn)n≥1

is a sequence of F-stopping times such that τ̂n ∧ ϑ = τn ∧ ϑ for all n ∈ N, then τ := limn→∞ τn ≥
ν := inf{t ∈ R+ : Gt = 0}.

Proof. It is clear that {τ̂n ∧ ϑ > t} = {τn ∧ ϑ > t} for all t ≥ 0. By sending n to infinity and using
the monotone convergence theorem, we obtain the equality P(ϑ > t | Ft) = P(ϑ > t | Ft)1{τ>t} and
hence τ > νk for all k where νk = inf {t ∈ R+ : Gt ≤ 1/k}. We conclude that 1∩kKνk,∞J(τ) = 1
and thus the equality τ ≥ ν is established. It is obvious that τ = ν = ∞ if Assumption 2.1 is
satisfied.
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Proposition 2.2. Let Assumption 2.1 be satisfied and let

Λ := (1 + ϕ(o)(1−∆Γ̃)) • Γ̃ and mG,Qϕ

:= A− Λϑ.

Then the following statements hold for every ϕ ∈ Φ:
(i) if K is a bounded, G-optional process, then K •mG,Qϕ

is a G-local martingale under Qϕ ∈ Q;
(ii) the F-optional hazard process of ϑ under Qϕ ∈ Q satisfies

Γ̃Qϕ

= Γ̃ϕ := (G̃ϕ)−1
• Ao,Qϕ

=
(
1 + ϕ(o)(1−∆Γ̃)

)
• Γ̃ = Λ. (2.19)

Proof. (i) Since the martingales ϕ(p)
• T (M), ϕ(o)

•mG and ϕ(pr)
• A are orthogonal to each other,

it suffices to show that the process ηϕ
(o)

(K • mG,Qϕ

) is a G-local martingale under P. By the Itô
formula

d(ηϕ
(o)

t (K •mG,Qϕ

)t)

= (K •mG,Qϕ

)t− dη
ϕ(o)

t + ηϕ
(o)

t− Kt dm
G,Qϕ

t +Kt d[η
ϕ(o)

,mG,Qϕ

]t

= (K •mG,Qϕ

)t− dη
ϕ(o)

t + ηϕ
(o)

t− Kt d(At − Γ̃ϑ
t ) + ηϕ

(o)

t− Kt d(Γ̃t − Λt)
ϑ + ηϕ

(o)

t− ϕ
(o)
t Kt d[m

G,mG,Qϕ

]t

where the last term can be made more explicit

ηϕ
(o)

t− ϕ
(o)
t Kt d[m

G,mG,Qϕ

]t = ηϕ
(o)

t− ϕ
(o)
t Kt

(
(1−∆Γ̃t −∆Λt) dAt +∆Γ̃t dΛt

)
.

Consequently,

d(ηϕ
(o)

(K •mG,Qϕ

)t) = (K •mG,Qϕ

)t− dη
ϕ(o)

t + ηϕ
(o)

t− Kt d(At − Γ̃ϑ
t ) + ηϕ

(o)

t− Kt d(Γ̃t − Λt)
ϑ

+ ηϕ
(o)

t− ϕ
(o)
t Kt

(
(1 −∆Γ̃t −∆Λt) dAt +∆Γ̃t dΛt

)

= (K •mG,Qϕ

)t− dη
ϕ(o)

t + ηϕ
(o)

t− Kt dm
G
t + ηϕ

(o)

t− ϕ
(o)
t Kt(1−∆Γ̃t −∆Λt) dm

G
t + dCt

where the last term satisfies

dCt = ηϕ
(o)

t− Kt

(
ϕ
(o)
t (1−∆Γ̃t −∆Λt) dΓ̃

ϑ
t + ϕ

(o)
t ∆Γ̃t dΛt + d(Γ̃t − Λt)

ϑ
)

= ηϕ
(o)

t− Kt

(
(1 + ϕ

(o)
t (1−∆Γ̃t)) dΓ̃

ϑ
t − dΛϑ

t

)
= 0

since Λ := (1 + ϕ(o)(1 −∆Γ̃)) • Γ̃. Hence ηϕ
(o)

(K •mG,Qϕ

) is a G-local martingale under P. Notice
that we have not identified the hazard process of ϑ under Qϕ since it is not yet known whether Λ is
equal to (G̃ϕ)−1

•Ao,Qϕ

(see equation (2.3)).

(ii) In order to find Ao,Qϕ

, it suffices to repeat the computations leading to equation (2.18) but
working under Qϕ. However, the situation is slightly more complicated here since we only know
from part (i) that mG,Qϕ

is a G-local martingale under Qϕ and thus we need to use the method of
localization and Lemma 2.6. Let us thus assume that (τ̂n)n∈N is a G-localizing sequence for mG,Qϕ

and (τn)n∈N is the corresponding F-reduction so that the equality τ̂n ∧ ϑ = τn ∧ ϑ holds for every
n ∈ N and let K be a bounded, F-optional process. From part (i), we know that K • (mG,Qϕ

)τ̂n is a
G-martingale under Qϕ and thus

0 = EQϕ

[
(K • (mG,Qϕ

)τ̂n)∞
]
= EQϕ

[
(K1J0,τnK • (mG,Qϕ

)ϑ)∞
]
= EQϕ

[
(K1J0,τnK • (mG,Qϕ

)o,Q
ϕ

)∞
]
,

which implies that the equality (mG,Qϕ

)o,Q
ϕ

= 0 holds on the interval J0, τnK for every n ∈ N. Since
mG,Qϕ

:= A − Λϑ, this means that the dual F-optional projection of A under Qϕ coincides, on the
interval J0, τnK for every n ∈ N, with the dual F-optional projection of Λϑ under Qϕ, that is, the
equality Ao,Qϕ

= (Λϑ)o,Q
ϕ

holds on the stochastic interval ∪nJ0, τnK. Since G is assumed to be
strictly positive we deduce from Lemma 2.6 that τ = limn→∞ τn = ∞ and thus

Ao,Qϕ

= (Λϑ)o,Q
ϕ

= G̃ϕΛ, (2.20)

which in turn implies that Γ̃ϕ := (G̃ϕ)−1
•Ao,Qϕ

= Λ and thus the proof is completed.
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Observe that Gϕ > 0 and hence also G̃ϕ > 0 so that, in view of assertions (iv) and (v) in

Lemma 2.1, they have under Qϕ the multiplicative decompositions Gϕ = E(−Γ̃ϕ)E(Ñϕ) and G̃ϕ =

E(−Γ̃ϕ
−)E(Ñ

ϕ). Recall also from Lemma 2.1 (iii) that G = E(−Γ̃)E(Ñ ) where Ñ = G−1
− • m. The

next result shows that the F-local martingale E(Ñϕ) under Qϕ can be represented in terms of the

processes E(Ñ) and ηϕ.

Lemma 2.7. The F-local martingale E(Ñϕ) in the multiplicative decomposition of GQϕ

satisfies

o(ηϕ)E(Ñϕ) = E(Ñ )E(ϕ(p)
• T (M)) = E(G−1

− •m+ ϕ(p)
•M).

Proof. Using equation (2.1) under Qϕ and the abstract Bayes formula, we obtain

Gϕ = o,Qϕ

(1−A) = o,Qϕ(
1J0,ϑJ

)
= o

(
ηϕ1J0,ϑJ

)
/ o(ηϕ).

On the interval J0, ϑJ, we have ηϕ
(pr)

= 1 and ηϕ
(p)

= E(ϕ(p)
• M̃), which are F-optional processes.

We also note that ϕ(o)
•mG = ϕ

(o)
ϑ 1Jϑ,∞J − ϕ(o)

• Γ̃ϑ so that

ηϕ1J0,ϑJ = E(ϕ(p)
• T (M))E(ϕ(o)

•mG)1J0,ϑJ = E(ϕ(p)
• T (M))E(−ϕ(o)

• Γ̃)1J0,ϑJ.

By taking the F-optional projection under P and using Lemma 2.1 (vi), we obtain

o(ηϕ1J0,ϑJ) =
o(E(ϕ(p)

• T (M))E(−ϕ(o)
• Γ̃)1J0,ϑJ) = E(ϕ(p)

• T (M))E(Ñ )E(−ϕ(o)
• Γ̃)E(−Γ̃)

= E(ϕ(p)
•M +G−1

− •m)E(−(ϕ(o)(1−∆Γ̃) + 1) • Γ̃) = E(ϕ(p)
•M +G−1

− •m)E(−Γ̃ϕ)

where we have used the equality E(X)E(Y ) = E(X + Y + [X,Y ]) and the fact that

E
(
ϕ(p)

• T (M) +G−1
− •m+ ϕ(p)G−1

− • [T (M),m]
)

= E
(
ϕ(p)

•M − ϕ(p)G̃−1
• [M,m] +G−1

− •m+ ϕ(p)G−1
− • [M,m]− ϕ(p)G̃−1G−1

− • [[M,m],m]
)

= E
(
ϕ(p)

•M +G−1
− •m

)
.

The last equality above holds since G̃−G− = ∆m and ∆m • [M,m] = [[M,m],m] so that

−G̃−1
• [M,m] +G−1

− • [M,m]− G̃−1G−1
− • [[M,m],m] = 0.

Finally, since Gϕ = E(−Γ̃ϕ)E(Ñϕ) we have E(Ñϕ) = E
(
ϕ(p)

• M + G−1
− • m

)
/ o(ηϕ) and from the

abstract Bayes formula, it is clear that the process E
(
ϕ(p)

• M + G−1
− • m

)
/ o(ηϕ) is an F-local

martingale under Qϕ.

Lemma 2.8. We have that for every t ≥ 0,

Gϕ
t = Qϕ(ϑ > t | Ft) =

1
o(ηϕt )

Et(M
F
)
Et(−Γ̃ϕ). (2.21)

Proof. Recall from the proof of Lemma 2.5 that ZF = E(MF) where MF is some (F,P)-martingale.
It will be useful to observe that

o(ηϕ)E(Ñϕ) = E(Ñ )E
(
T (MF)−G−1

− • T (m)
)
= E(G−1

− •m)E
(
T (MF)−G−1

− • T (m)
)

= E(G−1
− •m+ T (MF)−G−1

− • T (m) + [G−1
− •m,T (MF)−G−1

− • T (m)]
)
= E(MF)

where the penultimate equality follows from Yor’s formula E(X)E(Y ) = E(X + Y + [X,Y ]) for
arbitrary semimartingales X and Y , and to obtain the last equality we have used the equalities
G̃ − G− = ∆m and ∆m • [X,m] = [m, [X,m]] for any martingale X . Therefore, again by Lemma
2.7, the Azéma supermartingale of ϑ under Qϕ is given by (2.21).

Remark 2.3. We remark that it is not clear whether ϑ is a pseudo-stopping time with respect
to F under Qϕ since we were unable to either compute o(ηϕ) or to verify whether the equality
o(ηϕ) = E(MF

)
holds. For the definition and properties of pseudo-stopping times, we refer to

Nikeghbali and Yor [34]. In particular, it is known from Theorem 1 of Aksamit and Li [4] that if a
random time ϑ is an F-pseudo-stopping time under P, then m = 1 in Lemma 2.1 (i).
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3 Vulnerable European Options

Our goal in this section is to give preliminary valuation results for the payoff occurring at a settlement
date represented by a G-stopping time σ̂ but with a possible exogenous termination at a random
time ϑ, whichever comes first. For brevity, the event of exogenous termination is referred to as the
default event, which is consistent with the terminology used in models of the counterparty credit
risk (for instance, for a vulnerable option or a defaultable swap) and credit derivatives, such as a
credit default swap.

Observe that the processes introduced in Section 2 depend on a choice of a probability measure.
In Section 3, all processes are invariably defined using a probability measure Qϕ ∈ Q so that
Gϕ

t := Qϕ(ϑ > t | Ft) and G̃ϕ
t := Qϕ(ϑ ≥ t | Ft). Similarly, the process Ao,Qϕ

(resp., Ap,Qϕ

) is the
dual F-optional (resp., F-predictable) projection under Qϕ of the indicator process A.

We will first examine the structure of the vulnerable European option with the terminal payoff
at time σ̂ ∧ ϑ when the payoff process X̂ is given by (3.1) and σ̂ is an arbitrary stopping time from
the class T (G) = T[0,T ](G) of all G-stopping times with values in [0, T ]. Similarly, we denote by
T (F) = T[0,T ](F) the set of all F-stopping times with values in [0, T ].

Definition 3.1. The payoff process X̂ ∈ O(G) is given by

X̂ := P1J0,ϑJ +Rϑ1Jϑ,∞J (3.1)

where P,R are bounded, F-optional processes. A vulnerable European option is a pair (X̂σ̂, σ̂) where

σ̂ ∈ T (G) and X̂σ̂ equals

X̂σ̂ := Pσ̂1J0,ϑJ(σ̂) +Rϑ1Jϑ,∞J(σ̂) = Pσ̂1{σ̂<ϑ} +Rϑ1{σ̂≥ϑ}. (3.2)

For any fixed σ ∈ T (F), the stopped filtration Fσ is given by Fσ := (Fσ∧t)t≥0.

Lemma 3.1. (i) For any σ̂ ∈ T (G), there exists σ ∈ T (F) such that X̂σ̂ = X̂σ∧ϑ = X̂σ.

(ii) For any σ ∈ T (F), there exists x(σ) ∈ O(Fσ) such that the equality X̂σ = xϑ(σ) holds.

Proof. (i) It is clear that the process X̂ given by (3.1) is stopped at ϑ so that X̂ = X̂ϑ, which

immediately implies that X̂σ̂ = X̂σ̂∧ϑ. Hence, by using also the well known property that, for any
σ̂ ∈ T (G), there exist σ ∈ T (F) such that σ ∧ ϑ = σ̂ ∧ ϑ, we obtain the following equalities

X̂σ̂ = X̂σ̂∧ϑ = Pσ̂∧ϑ1{σ̂∧ϑ<ϑ} +Rϑ1{σ̂∧ϑ≥ϑ} = Pσ∧ϑ1{σ∧ϑ<ϑ} +Rϑ1{σ∧ϑ≥ϑ}

= Pσ1{σ<ϑ} +Rϑ1{σ≥ϑ} = X̂σ∧ϑ = X̂σ.

We conclude that X̂σ̂ = X̂σ∧ϑ = X̂σ for some stopping time σ ∈ T (F), as was required to show.

(ii) It suffices to observe that

X̂σ = Pσ1K0,ϑJ(σ) +Rϑ1Jϑ,∞K(σ) = Pσ1Kσ,∞J(ϑ) +Rϑ1J0,σK(ϑ) = xϑ(σ) (3.3)

where, for any fixed σ ∈ T (F), the F-adapted process x(σ) is given by

x(σ) := Pσ1Kσ,∞J +R1J0,σK = Rσ + (Pσ −Rσ)1Kσ,∞J. (3.4)

Since the processes P and R are assumed to be F-optional, by Lemma 3.53 in He et al. [23], the
process x(σ) is Fσ-optional, although it is not a càdlàg process, in general. In view of equalities

(3.3), we will henceforth freely interchange the random variables X̂σ̂, X̂σ and xϑ(σ) where σ ∈ T (F)
is such that σ ∧ ϑ = σ̂ ∧ ϑ.

Let σ̂ be a fixed, but otherwise arbitrary, stopping time from the class T (G) and let σ ∈ T (F)
be a stopping time introduced in part (i) in Lemma 3.1. In view of the postulated boundedness of

the payoff process X̂, the expected value appearing in Definition 3.2 below is well defined under any
probability measure Qϕ from Q.
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Definition 3.2. The price process V̂ Qϕ

∈ O(G) under Qϕ of the vulnerable European option (X̂σ̂, σ̂)

is the bounded (G,Qϕ)-martingale given by the equality V̂ Qϕ

t := EQϕ [X̂σ̂ | Gt] = EQϕ

[
X̂σ∧ϑ | Gt

]
for

every t ∈ [0, T ].

It is obvious that the process V̂ Qϕ

is stopped at the G-stopping time σ̂ ∧ ϑ = σ ∧ ϑ. We wish
to obtain a representation for the price process V̂ Qϕ

in terms of the processes P,R and the Azéma
supermartingale of ϑ under Qϕ. The process V Qϕ

:= (vQ
ϕ

)σ where vQ
ϕ

is the process introduced in

Lemma 3.2 is called the F-reduced price (or, simply, the reduced price) of (X̂, σ̂) under Qϕ.

Lemma 3.2. There exists a unique process vQ
ϕ

∈ O(F) such that V̂ Qϕ

1J0,ϑJ = vQ
ϕ

1J0,ϑJ. Moreover,

vQ
ϕ

σ = Pσ and the following equality is valid

vQ
ϕ

= o,Qϕ(
V̂ Qϕ

1J0,ϑJ

)
(Gϕ)−1. (3.5)

Proof. The assertion follows easily from the theory of progressive enlargement of filtration (see, e.g.,
Proposition 2.8 and Lemma 2.9 in [3]).

As in Section 2.2, we formally identify any Qϕ ∈ Q with the corresponding process ϕ =
(ϕ(o), ϕ(pr)) and we recall that Φ is the set of all processes (ϕ(o), ϕ(pr)) associated with the class

Q. To alleviate notation, the process V̂ Qϕ

will be denoted as V̂ ϕ and the same convention will be
applied to processes V Qϕ

and vQ
ϕ

so that we will write V ϕ and vϕ, respectively.

Proposition 3.1. The price process V̂ ϕ satisfies

V̂ ϕ = 1J0,ϑJ • V ϕ + (Rϑ − V ϕ
ϑ−)1Jϑ,∞J1{σ≥ϑ}.

Proof. Let Qϕ ∈ Q be fixed and let us consider the (Qϕ,F)-martingale Mx(τ) defined by M
x(τ)
t :=

EQϕ [(x(σ) • Ao,Qϕ

)∞|Ft] where the process x(σ) ∈ O(Fσ) is given by (3.4). Then the following
equalities hold on J0, σK

Mx(τ) = o,Qϕ(
PσG

ϕ
σ + (R • Ao,Qϕ

)σ
)
. (3.6)

Furthermore, the equality
o,Qϕ(

V̂ ϕ
1J0,ϑJ

)
=Mx(τ) −R •Ao,Qϕ

(3.7)

holds on J0, σK. Using equations (3.5) and (3.7), we represent the process vϕ on J0, σK as follows

vϕ = (Gϕ)−1(Mx(τ) −R • Ao,Qϕ

) (3.8)

and we may now assume, without loss of generality, that the process vϕ is stopped at σ. If we
set V ϕ := (vϕ)σ, then it is obvious that V̂ ϕ

1J0,σK∩J0,ϑJ = V ϕ
1J0,σK∩J0,ϑJ and V ϕ

σ = Pσ. Using the
equality

xϑ(σ)1Jϑ,∞J∪Kσ,∞J = Pσ1Kσ,∞J1{σ<ϑ} +Rϑ1Jϑ,∞J1{σ≥ϑ},

we obtain

V̂ ϕ = V ϕ
1J0,σK∩J0,ϑJ + xϑ(σ)1Jϑ,∞J∪Kσ,∞J = 1J0,ϑJ • V ϕ + (xϑ(σ)− V ϕ

ϑ−)1Jϑ,∞J∪Kσ,∞J

= 1J0,ϑJ • V ϕ + (Rϑ − V ϕ
ϑ−)1Jϑ,∞J1{σ≥ϑ}

since V ϕ
ϑ− = V ϕ

σ = Pσ = xϑ(σ) on the event {σ < ϑ} and, by the usual convention, V ϕ
0− = 0.

3.1 Upper Price of a Vulnerable European Option

We adopt the following definition of the upper price of a vulnerable European option (X̂σ̂, σ̂). Notice
that we also use here Lemma 3.1 and we observe that since the payoff process is bounded the upper
price V̂ u is well defined. The main result on the upper price of a vulnerable European option is
Theorem 3.1 where it is shown that the F-reduced upper value V u coincides with the value process of
a constrained optimal stopping problem under the unique ELMM Q for the market model (S,F,P).
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Definition 3.3. The upper price of a vulnerable European option (X̂σ̂, σ̂) equals, for every t ∈ [0, T ],

V̂ u
t := ess sup

ϕ∈Φ
V̂ ϕ
t = ess sup

Qϕ∈Q
EQϕ [X̂σ̂ | Gt] = ess sup

Qϕ∈Q
EQϕ

[
X̂σ∧ϑ | Gt

]
= ess sup

Qϕ∈Q
EQϕ

[
xϑ(σ) | Gt

]

and the F-reduced upper price V u is given by the equality V u = (vu)σ where vu is a unique F-optional

process such that V̂ u
1J0,ϑJ = vu1J0,ϑJ where σ ∈ T (F) is such that σ̂ ∧ ϑ = σ ∧ ϑ.

We deduce from (3.5) that vu has the following representation

vut = ess sup
Qϕ∈Q

EQϕ

[
X̂σ∧ϑ1{ϑ>t} | Ft

]

Gϕ
t

= ess sup
Qϕ∈Q

vQ
ϕ

t = ess sup
ϕ∈Φ

vϕt . (3.9)

Our next goal is to obtain a more explicit representation for the right-hand side in (3.9) through
the class of Radon-Nikodym densities with respect to P of probability measures from Q. To this
end, we introduce the following notation:

Hϕ := o(ηϕ)Gϕ, H̃ϕ := o(ηϕ)G̃ϕ, D̃ϕ := H̃ϕ
• Γ̃ϕ

where the process Γ̃ϕ =
(
1 + ϕ(o)(1−∆Γ̃)

)
• Γ̃ is the F-optional hazard process of ϑ under Qϕ (see

Proposition 2.2).

Lemma 3.3. The process vu given by (3.9) satisfies vut = ess supϕ∈Φ v
ϕ
t where, on the event {σ ≥ t},

vϕt = (Gϕ
t )

−1 EQϕ

[
Gϕ

σPσ +

∫

Kt,σK

Rs dA
o,Qϕ

s

∣∣∣Ft

]
(3.10)

or, equivalently,

vϕt = (Hϕ
t )

−1 EP

[
Hϕ

σ Pσ +

∫

Kt,σK

Rs dD̃
ϕ
s

∣∣∣Ft

]
. (3.11)

Proof. In view of equation (3.9), the first asserted equality follows from computations analogous to
those in the proof of Proposition 3.1. To deduce equation (3.11) from the first equality, it suffices
to use results from Section 2.3, the abstract Bayes formula for a fixed Qϕ ∈ Q, equation (2.20) and
Proposition 2.2.

3.2 Reduced Upper Price via Constrained Optimal Stopping Problem

If almost all sample paths of a continuous time process B are nondecreasing functions on [0, T ], then
we denote by Sr(B) the right support of B, which is defined by, for almost every ω,

Sr(B) :=
{
t ∈ R+ : ∀ ε > 0, Bt+ε −Bt > 0

}

where, by convention, Bt = 0 for t < 0 and Bt = BT for t > T . In particular, given a random
time ϑ, we recall that Ao is the dual F-optional projection of A = 1Jϑ,∞J. We assume that Ao is
continuous and we denote by Sr(Ao) the right support of the increasing process Ao. Finally, we
define S(Ao) := Sr(Ao)∪{T } and we will frequently write S instead of S(Ao). It is clear that under

Assumption 2.1 (i) we have that S(Ao) = S(Γ̃).

We need to introduce additional notation for some classes of stopping times. Let T (F) (resp.,
T

p
(F)) stand for the class of all F-stopping times (resp., F-predictable stopping times) τ taking

values in [0, T ] and such that P(τ ∈ S) = 1. Similarly, T t,T (F) is the set of F-stopping times from
T (F) with values in the set S ∩ [t, T ].

Definition 3.4. We denote by V
F
be the value process of the following constrained optimal stopping

problem under Q, for every t ∈ [0, T ]

V
F

t = ess sup
τ∈T t,T (F)

EQ

[
PT1{τ=T} +Rτ1{τ<T} | Ft

]
. (3.12)



16 L. Li, R. Liu and M. Rutkowski

To analyze the upper price of a vulnerable European option via the constrained optimal stopping

problem (3.12), we need to show that the process V
F
is related to a sequence of penalized BSDEs

(3.17). To this end, we will make use of results from Li et al. [30] on generalized BSDEs (GBSDEs).

We introduce the space H2(MQ) = {Z ∈ P(F) : ‖Z‖2H2(MQ) <∞} with the pseudo-norm

‖Z‖H2(MQ) :=
[
EQ

[
(Z2

• [MQ])T
]]1/2

where the F-martingale MQ given in equation (2.14) is assumed to be square-integrable so that
EP[[M

Q]T ] <∞. It is known that the space S2(F) = {X ∈ O(F) : ‖X‖2S2(F) <∞} with the norm

‖X‖S2(F) :=

[
EQ

(
ess sup
τ∈T (F)

|Xτ |
2

)]1/2

is a Banach space (see Proposition 2.1 in Grigorova et al. [19]). If X and Y are arbitrary F-optional
processes, then the inequality Y ≥ X means that Yσ ≥ Xσ for every σ ∈ T (F).

Assumption 3.1. We postulate that:
(i) the processes P and R are F-optional, nonnegative and bounded;

(ii) the process Γ̃ (and hence also the process Γ̃ϕ for every ϕ ∈ Φ) is continuous and bounded.

Alternatively, Assumption 3.1 (ii) can be replaced by the following weaker condition:

(ii’) the process Γ̃ is continuous and satisfies E[eΓ̃T∧ϑ ] <∞ and EQ[Γ̃
2
T ] <∞.

The postulate that the optional hazard process Γ̃ is continuous (i.e., Γ̃ = Γ̃c) is in our opinion
not essential and is only made for ease of presentation. In fact, we conjecture that it is possible
to obtain results similar to Theorems 3.1, 5.1 and 5.2 in the case where Γ̃ is purely discontinuous
(i.e., when Γ̃ = Γ̃d) and we foresee that the mixed case is also not out of reach. Without entering
into the details, as it is still part of ongoing works, we anticipate that similar to Theorem 3.1, if the
F-optional hazard process Γ̃ is purely discontinuous, then the upper price of a vulnerable European
option is equal to the price of an option of Bermudan style with the exercise dates coinciding with
jump times of the optional hazard process.

Recall from Section 2.2 that Q is a unique ELMM for the market model (S,F,P). It appears
that the process V ϕ = (vϕ)σ has a simple representation through a generalized BSDE under Q as
shown by the following result.

Proposition 3.2. For any fixed ϕ ∈ Φ, there exists an F-predictable process Zϕ such that (V ϕ, Zϕ)
belongs to S2(F)×H2(MQ) and satisfies, on the interval [0, σ], the generalized BSDE

V ϕ
t = Pσ +

∫

Kt,σK

(Rs − V ϕ
s ) dΓ̃ϕ

s −

∫

Kt,σK

Zϕ
s dM

Q
s . (3.13)

Proof. In view of (2.21) the process Hϕ = o(ηϕ)Gϕ satisfies the equality Hϕ = E(MF)E(−Γ̃ϕ)
and thus, using the properties of the dual F-optional projection and the martingale property of
ZF = E(MF), we obtain from (3.11)

vϕt =
EP

[
Eσ(MF)Eσ(−Γ̃ϕ)Pσ +

∫
Kt,σK

Rs Es(MF
)
Es(−Γ̃ϕ

−) dΓ̃
ϕ
s

∣∣∣Ft

]

Et(MF)Et(−Γ̃ϕ
)

=
EP

[
Eσ(MF

) [
Eσ(−Γ̃ϕ

)
Pσ +

∫
Kt,σK

RsEs(−Γ̃ϕ
−) dΓ̃

ϕ
s

] ∣∣∣Ft

]

Et(MF
)
Et(−Γ̃ϕ

)

=
EQ

[
Eσ(−Γ̃ϕ

)
Pσ +

∫
Kt,σKRsEs(−Γ̃ϕ

−) dΓ̃
ϕ
s

∣∣∣Ft

]

Et(−Γ̃ϕ
) . (3.14)
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If we denote ζϕ := E(−Γ̃ϕ
)
, then the last equality gives

vϕt =
(
ζϕt

)−1
EQ

[
ζϕσ Pσ +

∫

Kt,σK

Rsζ
ϕ
s− dΓ̃

ϕ
s

∣∣∣Ft

]
.

Let X :=Mϕ −Rζϕ− • Γ̃ϕ where

Mϕ
t := EQ

[
ζϕσPσ +

∫

K0,σK

Rsζ
ϕ
s− dΓ̃

ϕ
s

∣∣∣Ft

]

so that vϕ =
(
ζϕ

)−1
X . Then the Itô integration by parts formula gives

vϕ = vϕ0 + (ζϕ−)
−1

•X +X− • (ζϕ)−1 + [X, (ζϕ)−1]

= vϕ0 + (ζϕ−)
−1

•X +X • (ζϕ)−1 = vϕ0 + (ζϕ−)
−1

•X +X(ζϕ)−1
• Γ̃ϕ

= vϕ0 + (ζϕ−)
−1

•Mϕ −R • Γ̃ϕ + vϕ • Γ̃ϕ = vϕ0 + (ζϕ−)
−1

•Mϕ − (R− vϕ) • Γ̃ϕ.

Next we show that (ζϕ−)
−1

•Mϕ is uniformly integrable martingale under Q. Using the fact that R
and P are bounded, we can easily deduce that vϕ is bounded for any ϕ ∈ Φ. To see that

vϕt ≤ cEQ

[
e−(Γ̃ϕ

σ−Γ̃ϕ
t ) + eΓ̃

ϕ
t

∫

Kt,σK

e−Γ̃ϕ
s dΓ̃ϕ

s

∣∣∣Ft

]
≤ 2c.

then there exists some positive constant C such that

|(ζϕ−)
−1

•Mϕ| ≤ |vϕ − vϕ0 + (R − vϕ) • Γ̃ϕ| ≤ CΓ̃

since R, vϕ and ϕ(o) are bounded. This shows that (ζϕ−)
−1

•Mϕ is square-integrable under Q as long

as Γ̃ is Q square-integrable. We recall (see Assumption 2.1 (iii)) that the F-martingale MQ have
the predictable representation property under Q and thus Mϕ = ψϕ

• MQ for some F-predictable
process ψϕ, which completes the derivation of (3.13) since V ϕ

σ = Pσ.

Remark 3.1. The linear generalized BSDE (3.13) can also be formally derived by applying Lemma

7.3 in [5] with G = E(−Γ̃), G̃ = E(−Γ̃−), m = 1 and Ao = 1 − E(−Γ̃). It is then useful to stress
that it is not clear whether the equality m = 1 holds in the present setup, although algebraically
the computations in the proof of Proposition 3.2 are analogous to those from the proof of Lemma
7.3 in [5].

The following corollary to Propositions 3.2 gives an explicit form of the unique solution to the
GBSDE (3.13) when the F-optional hazard process Γ̃ is continuous.

Corollary 3.1. Let (V ϕ, Zϕ) ∈ S2(F)×H2(MQ) be a solution on the interval [0, σ] to the GBSDE

V ϕ
t = Pσ +

∫

Kt,σK

(
ϕ(o)
s + 1

)(
Rs − V ϕ

s

)
dΓ̃s −

∫

Kt,σK

Zϕ
s dM

Q
s . (3.15)

Then V ϕ = (vϕ)σ and

(vϕt )
σ = V ϕ

t = EQ

[
PσEt,σ(−Γ̃ϕ) + (1Kt,σKRtEt,·

(
− Γ̃ϕ) • Γ̃ϕ

)
σ
| Ft

]
. (3.16)

Proof. As Γ̃ is continuous, it suffices to apply integration by parts to E(Γ̃)V ϕ.

Notice that the process ϕ(o) ∈ O(F) can be taken to be any bounded process such that ϕ(o)+1 > 0,
for any n ∈ N, we may take ϕ(o) = n − 1 =: ϕn such that ϕ = {ϕn, ϕ(pr)} ∈ Φn where Φn is a
non-empty subset of Φ. In the following, for simplicity of presentation, we henceforth assume that
σ̂ = σ = T but that assumption is not essential when dealing with vulnerable European options.
The next result furnishes a link between a constrained optimal stopping problem and a sequence of
penalized GBSDEs.
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Proposition 3.3. Let R be a right-continuous process. For every n ∈ N, let (Ỹ n, Z̃n) be the unique
solution in S2(F)×H2(MQ) to the following GBSDE under Q on [0, T ]

Ỹ n
t = PT +

∫

]t,T ]

n(Rs − Ỹ n
s )+ dΓ̃s −

∫

]t,T ]

Z̃n
s dM

Q
s . (3.17)

Then the sequence (Ỹ n)n∈N of stochastic processes is increasing and converges almost surely to the

value process V
F
of the constrained optimal stopping problem (3.12).

Proof. For a fixed n ∈ N, we note that the existence and uniqueness of a solution (Ỹ n, Z̃n) ∈
S2(F)×H2(MQ) to the GBSDE (3.17) follows from Proposition 3.5 in [30]. Additionally, from the

comparison theorem for GBSDE given by Proposition 3.1 in [30], we have Ỹ n ≤ Ỹ n+1 for n ∈ N.

In the first step, we will show that the càdlàg, F-adapted process Ỹ n satisfies, for every n ∈ N

and all t ∈ [0, T ],

Ỹ n
t = ess sup

τ∈T t,T (F)

EQ

[
PT1{τ=T} + (Rτ ∧ Ỹ n

τ )1{τ<T} | Ft

]
. (3.18)

For a fixed n ∈ N, we define ξnt := PT1{t=T} + (Rt ∧ Ỹ n
t )1{t<T} and we observe that

ξnt = (PT ∧ Ỹ n
T )1{t=T} + (Rt ∧ Ỹ

n
t )1{t<T} ≤ Ỹ n

t .

Furthermore, the GBSDE (3.17) can be represented as

Ỹ n
t = PT −

∫

]t,T ]

Z̃n
s dM

Q
s + K̃n

T − K̃n
t (3.19)

where the F-adapted, continuous, nondecreasing process K̃n is given by

K̃n
t :=

∫

]0,t]

n(Rs − Ỹ n
s )+ dΓ̃s.

Recall that we assumed that R (and hence also ξn) is a right-continuous process. We claim that
(3.18) is valid, that is, for every t ∈ [0, T ],

Ỹ n
t = ess sup

τ∈T t,T (F)

EQ

[
ξnτ | Ft

]
. (3.20)

Equality (3.20) is obvious for t = T so it suffices to consider any t < T . We have, for any τ ∈ T t,T (F),

Ỹ n
t = EQ

[
Ỹ n
τ + K̃n

τ − K̃n
t | Ft

]
≥ EQ

[
Ỹ n
τ | Ft

]
≥ EQ

[
ξnτ | Ft

]
,

which implies that Ỹ n
t ≥ ess supτ∈T t,T (F) EQ

[
ξnτ | Ft

]
.

For the converse inequality, we define the stopping time τt := inf{s ∈ [t, T ] | K̃n
s − K̃n

t > 0} ∈

T t,T (F) and we observe that, due to the continuity of K̃n, we have that K̃n
τt −K̃

n
t = 0. Furthermore,

on the event {τt < T } we have K̃n
s > K̃n

τt on Kτt, T K, which entails the inequality lim supu↓τt(Ru −

Ỹ n
u ) ≥ 0 and thus, since R is right-continuous and Ỹ n is right-continuous, we conclude that Rτt −

Ỹ n
τt ≥ 0, which in turn implies that Ỹ n

τt = ξnτt . On the event {τt = T } we have that K̃n
τt − K̃n

t =

K̃n
T − K̃n

t = 0 and Ỹ n
τt = ξnτt . From (3.19), we now get

Ỹ n
t = Ỹ n

τt −

∫

Kt,τtK

Z̃n
s dM

Q
s = ξnτt −

∫

Kt,τtK

Z̃n
s dMs = EQ

[
ξnτt | Ft

]
,

which leads to the inequality Ỹ n
t ≤ ess supτ∈T t,T (F) EQ

[
ξnτ | Ft

]
since τt ∈ T t,T (F). We conclude that

equality (3.20) holds.
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In the second step, we set ξt := PT1{t=T}+Rt1{t<T} and we show that limn→∞ Ỹ n
t = V

F

t where

V
F

t := ess sup
ν∈T t,T (F)

EQ

[
ξν | Ft

]
. (3.21)

It follows from (3.18) and (3.21) that Ỹ n ≤ V
F
and Ỹ n ↑ Y ≤ V

F
where the F-optional process Y is

given by Y = limn→+∞ Ỹ n. Furthermore, it is clear that the process Y is nonnegative and belongs

to S2(F) since it is dominated by V
F
∈ S2(F). Furthermore, to show that Y dominates ξ on S we

note that, for every τ ∈ T (F),

Ỹ n
τ ≥ Y

n

τ = PT +

∫

Kτ,T K

n(Rs − Y
n

s ) dΓ̃s −

∫

Kτ,T K

Z
n

s dM
Q
s

where the right-hand side is a linear BSDE and we have, for every τ ∈ T t,T (F),

Y
n

τ = EQ

[
PTEτ,T (−Γ̃n) + (1Kτ,T KREτ,·(−Γ̃n) • Γ̃n)T | Fτ

]

where Γ̃n = nΓ̃. We observe that Eτ,T (−Γ̃n) converges to 1{τ=T} as n→ ∞ and thus, using Lemma
3.4 and the right-continuity of R, we obtain

Y τ = lim
n→∞

Ỹ n
τ ≥ lim

n→∞
Y

n

τ = Pτ1{τ=σ} +Rτ1{τ<σ} = ξτ . (3.22)

Thus Y dominates ξ on S. To conclude that Y = V
F
, it now suffices to show that Y ≥ V

F
.

To this end, by using the fact that the essential supremum and conditional expectation can be

interchanged, we can conclude that V
F
is the smallest strong supermartingale dominating ξ on S.

From the monotone convergence theorem we obtain, for every 0 ≤ τ ≤ ν ≤ T ,

EQ

[
Y ν | Fτ

]
= lim

n→∞
EQ

[
Ỹ n
ν | Fτ

]
≤ lim

n→∞
Ỹ n
τ = Y τ .

Therefore, Y is a strong F-supermartingale dominating ξ on S, which in turn implies that, for every
t ∈ [0, T ],

Y t ≥ ess sup
ν∈T t,T (F)

EQ

[
ξν | Ft

]
= V

F

t ,

as was required to show.

The following auxiliary result is an extension of Lemma 6.1 in [14].

Lemma 3.4. Suppose that R is a bounded and right-continuous process. Then for any F-stopping
time ν such that P(ν ∈ S ∩ [0, T ]) = 1, we have

lim
n→∞

PT Eν,T (−Γ̃n) + (1Kν,T KREν,·(−Γ̃n) • Γ̃n)T = Pν1{ν=T} +Rν1{ν<T}

where Γ̃n = nΓ̃.

Proof. By assumption, Γ̃ is continuous and R is a bounded and right-continuous process. Let us fix
a stopping time ν such that P(ν ∈ S ∩ [0, T ]) = 1. For any n ∈ N, we recall that ϕn = n− 1 and

Γ̃n := Γ̃ϕn

= (1 + ϕn) • Γ̃ = nΓ̃.

Since Γ̃n
ν − Γ̃n

T = 0 we have, on the event {ν = T },

lim
n→∞

Eν,T (−Γ̃n) = lim
n→∞

eΓ̃
n
ν−Γ̃n

T = 1{ν=T}.
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Let us now consider the event {ν < T }. Since ν has values in the right support of Γ̃ we deduce

that Γ̃T − Γ̃ν > 0 and hence limn→∞(Γ̃n
ν − Γ̃n

T ) = −∞. We claim that, on the event {ν < T },

lim
n→∞

∫

Kν,T K

Rse
Γ̃n
ν−Γ̃n

s dΓ̃n
s = Rν1{ν<T} (3.23)

since the sequence of measures 1Kν,T Ke
Γ̃n
ν−Γ̃n

s dΓ̃n
s converges to the Dirac measure at ν on the event

{ν < T }, that is, to the measure 1{ν<T}δν . The convergence in (3.23) can be checked by using the

time change on [0, T ] associated with Γ̃. If we define the increasing, right-continuous process C by

Cs = inf{t ∈ R+ : Γ̃t > s}, then an application of the time change formula (see, e.g., Chapter 0 in
Revuz and Yor [36]) gives

∫

Kν,T K

Rse
Γ̃n
ν−Γ̃n

s dΓ̃n
s =

∫

Kν,T K

Rsne
n(Γ̃ν−Γ̃s) dΓ̃s

=

∫ ∞

0

1{ν<Cs≤T}RCsne
n(Γ̃ν−s) ds

where in the second equality, we have used the fact that Γ̃Cs = s since Γ̃ is continuous. From the

fact that {ν < Cs} ⊆ {Γ̃ν ≤ s} and the change of variable u = s− Γ̃ν we obtain

∫ ∞

0

1{ν<Cs≤T}RCsne
n(Γ̃ν−s) ds =

∫ ∞

0

1{ν<CΓ̃ν+u
≤T}RCΓ̃ν+u

ne−nu du

= EX

[
1{ν<CΓ̃ν+X/n

≤T}RCΓ̃ν+X/n

]

where in the last equality we have use the fact that ne−nu is the density of 1
nX where has a unit

exponential distribution and is independent of the σ-field G∞.

Recalling that ν < T has values in the right support of Γ̃, we deduce that Γ̃ν+X/n ≥ Γ̃ν+X/(n+1) >

Γ̃ν for all n ∈ N. This observation, together with the right-continuity of processes R,C and Γ̃, gives

lim
n→∞

EX

[
1{ν<CΓ̃ν+X/n

≤T}RCΓ̃ν+X/n

]
= 1{ν≤CΓ̃ν

<T}RCΓ̃ν
.

Finally, since ν < T and ν takes values in the right support of Γ̃ we have CΓ̃ν
= inf{s : Γ̃s > Γ̃ν} = ν,

which allows us to conclude that 1{ν≤CΓ̃ν
<T}RCΓ̃ν

= 1{ν<T}Rν .

We are now ready to prove the main result of this section, which shows that the reduced upper
price of a vulnerable European option coincides with the value process of the constrained optimal
stopping problem (3.12). Recall that S = Sr(Ao) ∪ {T } where Sr(Ao) is the right support of Ao.

Theorem 3.1. The reduced upper price V u := ess supϕ∈Φ V
ϕ satisfies the equality V u = V

F
where

V
F
is the value process for the constrained optimal stopping problem (3.12), that is, for every t ∈

[0, T ],
V u
t = ess sup

τ∈T t,T (F)

EQ

[
PT1{τ=T} +Rτ1{τ<T} | Ft

]
(3.24)

where T t,T (F) is the class of all F-stopping times with values in S ∩ [t, T ].

Proof. As in the proof of Proposition 3.3, for every n ∈ N, we consider the unique solution (Ỹ n, Z̃n) ∈
S2(F)×H2(M) to the GBSDE

Ỹ n
t = PT +

∫

]t,T ]

n
(
Rs − Ỹ n

s

)+
dΓ̃s −

∫

]t,T ]

Z̃n
s dM

Q
s ,

and we record that the sequence (Ỹ n)n∈N is an increasing sequence of processes converging to the

process Y . Furthermore, we know from Proposition 3.3 that Y = V
F
where V

F
is given by (3.12).
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To establish the equality V u = Y , we will first show that V u ≤ Y . For every n ∈ N the subset Φn

of Φ is given by Φn := {ϕ ∈ Φ : ϕ(o) ≤ n− 1} so that Φ = ∪n∈N Φn. Since Γ̃ is a continuous process
we deduce from Corollary 3.1 that the process V ϕ satisfies the GBSDE under Q (see equation (3.15))

V ϕ
t = PT +

∫

]t,T ]

(ϕ(o)
s + 1)(Rs − V ϕ

s ) dΓ̃s −

∫

]t,T ]

Zϕ
s dM

Q
s .

Let V n
t := ess supϕ∈Φn V

ϕ
t . From the comparison theorem for the GBSDE (see Proposition 3.1 in

[30]) we deduce that V ϕ ≤ Ỹ n for every ϕ ∈ Φn. Consequently, V n ≤ Ỹ n ≤ Y , which entails the

desired inequality V u ≤ Y = V
F
.

In the next step, we will establish the inequality Y ≤ V u. We consider the bounded and strictly
positive function

g(x) = n1{R−x>0} + ǫ
(
1{−1≤R−x≤0} + |R− x|−1

1{R−x<−1}

)
.

which is a Lipschitz continuous function in x and satisfies 0 ≤ n(R − x)+ − (R − x)g(x) ≤ ǫ. From
the comparison theorem for GBSDEs (Proposition 3.1 in [30]) we obtain, for every ǫ ∈ (0, 1),

Ỹ n
t = PT +

∫

]t,T ]

n
(
Rs − Ỹ n

s

)+
dΓ̃s −

∫

]t,T ]

Z̃n
s dM

Q
s

≤ Ỹ n,ǫ
t = PT +

∫

]t,T ]

[(
Rs − Ỹ n,ǫ

s

)
g(Ỹ n,ǫ

s ) + ǫ
]
dΓ̃s −

∫

]t,T ]

Z̃n,ǫ
s dMQ

s ,

where the existence of a unique solution (Ỹ n,ǫ, Z̃n,ǫ) ∈ S2 × H2(MQ) follows from Proposition 3.5
in [30] since (R− x)g(x) + ǫ is non-negative, Lipschitz and nonincreasing in x.

Let us take ϕn,ǫ := g(Ỹ n,ǫ)− 1 ∈ Φn and examine the reduced value of the vulnerable European

option, given by V ϕn,ǫ

, with the hazard process given by Γ̃ϕn,ǫ

= g(Ỹ n,ǫ) • Γ̃. For simplicity, in the
following, we will write V n,ǫ instead of V ϕn,ǫ

and by Proposition 3.2 there exists a unique process
Zn,ǫ ∈ H2(MQ) such that

V n,ǫ
t = PT +

∫

]t,T ]

(
Rs − V n,ǫ

s

)
g(Ỹ n,ǫ

s ) dΓ̃s −

∫

]t,T ]

Zn,ǫ
s dMQ

s .

Next, by using the fact that g is positive we note that the generators f ǫ
s(x) :=

(
Rs − x

)
g(Ỹ n,ǫ

s ) + ǫ

and fs(x) :=
(
Rs − x

)
g(Ỹ n,ǫ

s ) are Lipschitz and nonincreasing in x. Then by using the comparison
theorem for GBSDE (see Proposition 3.1 in [30]) we obtain

0 ≤ Ỹ n,ǫ
t − V n,ǫ

t

=

∫

]t,T ]

[f ǫ
s (Ỹ

n,ǫ
s )− fs(V

n,ǫ
s )]dΓ̃s +

∫

]t,T ]

[Z̃n,ǫ
s − Zn,ǫ

s ] dMQ
s

=

∫

]t,T ]

[f ǫ
s (Ỹ

n,ǫ
s )− fs(Ỹ

n,ǫ
s )]dΓ̃s +

∫

]t,T ]

[fs(Ỹ
n,ǫ
s )− fs(V

n,ǫ
s )]dΓ̃s +

∫

]t,T ]

[Z̃n,ǫ
s − Zn,ǫ

s ] dMQ
s

≤ ǫ(Γ̃T − Γ̃t) +

∫

]t,T ]

[Z̃n,ǫ
s − Zn,ǫ

s ] dMQ
s

where in the last inequality we have used the fact that Ỹ n,ǫ ≥ Ỹ n and fs is nonincreasing in x.
Finally, by taking the Ft-conditional expectation with respect to Q, we obtain

Ỹ n
t ≤ Ỹ n,ǫ

t ≤ V n,ǫ
t + ǫEQ[Γ̃T |Ft]

This shows that Ỹ n ≤ V n ≤ V u and hence Y ≤ V u, which is the desired inequality.
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4 Vulnerable Optimal Stopping

For the reader’s convenience, we start by recalling the classical version of the Doob-Meyer-Mertens
(DMM) decomposition theorem (see Mertens [32] and El Karoui [13]). We stress that the filtration
F is supposed to satisfy the usual conditions of right-continuity and completeness and we refer to
Gal’čuk [17] for an extended version of the DMM decomposition where these assumptions about F

are dropped. For simplicity, we henceforth work under Assumption 3.1 (ii), that is, the process Γ̃ is
assumed to be continuous and bounded.

Proposition 4.1. Any strong F-supermartingale Y of class (D) has the unique Doob-Meyer-Mertens
(DMM) decomposition Y = N −Bc −Bd −Bg where N is a uniformly integrable F-martingale, Bc

is an F-adapted, nondecreasing, continuous process, Bd is an F-predictable, nondecreasing, purely
discontinuous process, and Bg is an F-adapted, càglàd, nondecreasing, purely discontinuous process.

Remark 4.1. Recall that any làdlàg, F-predictable, nondecreasing process B has a unique decom-
position B = Bc + Bd + Bg with the properties stated in Proposition 4.1. Observe also that if we
denote A := Bc +Bd and C := Bg

+, then from Proposition 4.1 we obtain the DMM decomposition
Y = N − A − C−, which is encountered in papers on the optimal stopping, e.g., [13, 19, 20, 28].
Alternatively, if we set D = A + C−, then we obtain the decomposition Y = N − D where D
is a nondecreasing, F-strongly predictable process, in the sense that D is F-predictable and D+ is
F-optional (see [16, 17]).

Let K (resp., K) denote the class of all càdlàg, nondecreasing, F-predictable (resp., làdlàg, non-
decreasing, F-predictable) processes and let T (F) (resp., T p(F)) stand for the class of all F-stopping
times (resp., F-predictable stopping times) τ taking values in [0, T ].

In the next result, we adopt the definition of the reflected BSDE from [20] (see Definition 2.3 in
[20]). Recall that we write ∆Kd

σ := Kd
σ−K

d
σ− and ∆+Kg

σ := Kg
σ+−Kg

σ. It is known that the process
P̄ given by P̄t := lim sups↑t, s<t Pt for all t ∈]0, T ] is F-predictable and left-upper-semicontinuous
(see Theorem 90 on page 225 in [9] or [20]).

It is convenient to introduce the F-optional, bounded reward process ξ given by, for all t ∈ [0, T ],

ξt = PtGt +

∫

]0,t]

Rs dA
o
s = PtGt + (R • Ao)t (4.1)

and to study the optimal stopping problem (ξ, T (F)) under Q with the F-Snell envelope ξ̆ given by

ξ̆t := ess sup
σ∈Tt,T (F)

EQ[ξσ| Ft] = ess sup
σ∈Tt,T (F)

EQ

[
PσGσ + (R • Ao)σ | Ft

]
.

Proposition 4.2. Let the process V be given by

Vt := ess sup
σ∈Tt,T (F)

G−1
t EQ

[
PσGσ +

∫

Kt,σK

Rs dA
o
s

∣∣∣Ft

]
. (4.2)

If Assumptions 2.1 and 3.1 (i)–(ii) are satisfied, then there exist an F-predictable process Z and
a nondecreasing, làdlàg, F-predictable process K with K0 = 0 such that the triplet (V, Z,K) ∈
S2(F)×H2(MQ)×K satisfies the reflected BSDE

Vt = PT +

∫

]t,T ]

(Rs − Vs) dΓ̃s +

∫

]t,T ]

G̃−1
s Zs d[M

Q,m]s −

∫

]t,T ]

Zs dM
Q
s +KT −Kt (4.3)

where V ≥ P and K has the decomposition K = Kc+Kd+Kg where the processes Kc,Kd and Kg

satisfy the Skorokhod conditions

(
1{V−>P̄} •Kc

)
T
= 0, (Vσ−− P̄σ)∆K

d
σ = 0, ∀σ ∈ T p(F), (Vσ−Pσ)∆

+Kg
σ = 0, ∀σ ∈ T (F), (4.4)

where T p(F) is the class of all F-predictable stopping times with values in [0, T ].
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Proof. We first apply the classical results from El Karoui [13] and Maingueneau [31] (see also Koby-

lanski and Quenez [28] for an extension) to the optimal stopping problem (4.2). Recall that ξ̆ denotes

the Snell envelope of the bounded, F-optional reward process ξ. Hence ξ̆ is a bounded, strong F-
supermartingale (hence it is làdlàg but not necessarily càdlàg) and the DMM decomposition of ξ̆

yields an F-martingaleN and nondecreasing processesBc, Bd and Bg such that ξ̆ = N−Bc−Bd−Bg.
Notice that Br := Bc +Bd is a càdlàg, nondecreasing and F-predictable process. Consequently, the
process V is làdlàg and satisfies

V = G−1
(
ξ̆ − (R •Ap)

)
= G−1

(
N − (R •Ap)−Bc −Bd − Bg

)
(4.5)

where Bc, Bd and Bg satisfy the Skorokhod conditions
(
1{ξ̆−>ξ̄} •Bc

)
T
= 0, (ξ̆σ− − ξ̄σ)∆B

d
σ = 0, ∀σ ∈ T p(F), (ξ̆σ − ξσ)∆

+Bg
σ = 0, ∀σ ∈ T (F). (4.6)

By applying Lemma 7.3 in [5] to (4.5), we obtain the existence of an F-predictable process Z such
that

Vt = PT +

∫

]t,T ]

(Rs − Vs) Γ̃s +

∫

]t,T ]

G̃−1
s Zs d[M

Q,m]s

−

∫

]t,T ]

Zs dM
Q
s +

∫

]t,T ]

G̃−1
s dBr

s +

∫

[t,T [

G−1
s dBg

s+.

If we set
Kc := G̃−1

•Bc, Kd := G̃−1
•Bd, Kg := G−1

•Bg
+,

then it suffices to show that the processes Kc,Kd and Kg satisfy the Skorokhod conditions (4.4).

We first observe that V G = ξ̆ − (R • Ao) and thus V−G− = ξ̆− − (R • Ao)−. Furthermore, from

(4.1) we obtain ξ̄ = P̄G− + (R • Ao)−. Since the processes G̃−1 and G−1 are strictly positive, the
conditions stated in (4.6) yield the Skorokhod conditions (4.4) and thus we conclude that the triplet
(V, Z,K) is a solution to the reflected BSDE (4.3)–(4.4).

5 Vulnerable American Options

In this final section, we examine American style options with a possible exogenous termination at a
random time ϑ. Recall that the payoff process X̂ ∈ O(G) is given by X̂ := P1J0,ϑJ + Rϑ1Jϑ,∞J so
that for every σ̂ ∈ T (G)

X̂σ̂ = X̂σ̂∧ϑ = Pσ̂1{σ̂<ϑ} +Rϑ1{σ̂≥ϑ}. (5.1)

Remark 5.1. Alternatively, it would be possible to assume that the payoff process is of the form
Ŷ := P1J0,ϑK +Rϑ1Kϑ,∞J, which would give, for every σ̂ ∈ T (G),

Ŷσ̂ = Pσ̂1{σ̂≤ϑ} +Rϑ1{σ̂>ϑ}.

Notice that this convention was adopted by Szimayer [37] but within the setup studied in [37] the
equality P(σ̂ = ϑ) = 0 is satisfied for every σ̂ ∈ T (G) and thus the choice of convention is immaterial

since the equality P(X̂σ̂ = Ŷσ̂) = 1 holds for every σ̂ ∈ T (G) within the setup of [37].

We henceforth work under Assumptions 2.1 and 3.1 without further mention and we extend
Definitions 3.2 and 3.3 to the case of an American option. In particular, we have the following
definition of the upper and lower price of a vulnerable American option, which is represented by a
pair (X̂, T (G)) where X̂ is the payoff received by the holder upon either exercise or default, whichever
comes first, and T (G) is the class of all exercise times available to the holder of the American option.

Definition 5.1. The upper price of the vulnerable American option (X̂, T (G)) is given by, for every
t ∈ [0, T ],

V̂ u
t := ess sup

Qϕ∈Q
ess sup

σ̂∈Tt,T (G)

EQϕ [X̂σ̂ | Gt]. (5.2)
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The lower price of the vulnerable American option (X̂, T (G)) is given by, for every t ∈ [0, T ],

V̂ l
t := ess inf

Qϕ∈Q
ess sup

σ̂∈Tt,T (G)

EQϕ [X̂σ̂ | Gt]. (5.3)

If we denote, for any fixed Qϕ ∈ Q,

V̂ Qϕ

t = ess sup
σ̂∈Tt,T (G)

EQϕ [X̂σ̂ | Gt],

then the upper and lower price can be represented as follows

V̂ u
t = ess sup

Qϕ∈Q
V̂ Qϕ

t = ess sup
Qϕ∈Q

[
1{ϑ≤t}Rϑ + 1{ϑ>t}V

Qϕ

t

]
= 1{ϑ≤t}Rϑ + 1{ϑ>t} ess sup

ϕ∈Φ
V ϕ
t

and

V̂ l
t = ess inf

Qϕ∈Q
V̂ Qϕ

t = ess inf
Qϕ∈Q

[
1{ϑ≤t}Rϑ + 1{ϑ>t}V

Qϕ

t

]
= 1{ϑ≤t}Rϑ + 1{ϑ>t} ess inf

ϕ∈Φ
V ϕ
t

where V ϕ
t is called the F-reduced price under Qϕ ∈ Q of the vulnerable American option. It is also

clear that, for any ϕ ∈ Φ,

V ϕ
t := ess sup

σ∈Tt,T (F)

(Hϕ
t )

−1 EP

[
PσH

ϕ
σ +

∫

Kt,σK

Rs dD
ϕ
s

∣∣∣Ft

]
. (5.4)

Definition 5.2. The F-reduced upper price (resp., F-reduced lower price) of the vulnerable American

option (X̂, T (G)) is denoted by V u (resp., V l) and is given by, for every t ∈ [0, T ],

V u
t := ess sup

ϕ∈Φ
V ϕ
t , V l

t := ess inf
ϕ∈Φ

V ϕ
t .

It is clear that V u and V l are F-adapted processes and the equalities V u
t = V̂ u

t and V l
t = V̂ l

t are
satisfied on the event {ϑ > t} for every t ∈ [0, T ]. Furthermore, we define

V u,n
t := ess sup

ϕ∈Φn

V ϕ
t , V l,n

t := ess inf
ϕ∈Φn

V ϕ
t

and we observe that V u,n+1
t ≥ V u,n

t and V u
t = limn→∞ V u,n

t (resp., V l,n+1
t ≤ V l,n

t and V l
t =

limn→∞ V l,n
t ). The following crucial lemma shows that the processes V u,n and V l,n are solutions to

reflected GBSDEs (5.5) and (5.6), respectively.

Lemma 5.1. (i) Let (Y n, Zn,Kn) be a unique solution in S2(F) × H2(M) × K to the reflected
GBSDE

Y n
τ = PT −

∫

Kτ,T K

Zn
s dM

Q
s +

∫

Kτ,T K

n(Rs − Y n
s )+ dΓ̃s +Kn

T −Kn
τ (5.5)

where Y n ≥ P and a nondecreasing, làdlàg, F-predictable process Kn satisfies the Skorokhod condi-
tions (4.4) with Y n and the lower obstacle P . Then Y n+1 ≥ Y n and V u,n = Y n for every n ∈ N.

(ii) Let (Ỹ n, Z̃n, K̃n) be a unique solution in S2(F)×H2(M)×K to the reflected GBSDE

Ỹ n
τ = PT −

∫

Kτ,T K

Z̃n
s dM

Q
s −

∫

Kτ,T K

n(Ỹ n
s −Rs)

+ dΓ̃s + K̃n
T − K̃n

τ (5.6)

where Ỹ n ≥ P and a nondecreasing, làdlàg, F-predictable process K̃n satisfies the Skorokhod condi-
tions (4.4) with Ỹ n and the lower obstacle P . Then Ỹ n+1 ≤ Ỹ n and V l,n = Ỹ n for every n ∈ N.
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Proof. (i) By performing computations similar to (3.14), we obtain from (5.4)

V ϕ
t = ess sup

σ∈Tt,T (F)

(Hϕ
t )

−1 EP

[
PσH

ϕ
σ +

∫

Kt,σK

Rs dD
ϕ
s

∣∣∣Ft

]

= ess sup
σ∈Tt,T (F)

(Et(−Γ̃ϕ))−1 EQ

[
PσEσ(−Γ̃ϕ) +

∫

Kt,σK

Rs dEs(−Γ̃ϕ)
∣∣∣Ft

]
.

By applying Proposition 4.2 from the appendix (or Proposition 5.1 in Aksamit et al. [5] with P = Q,

G = E(−Γ̃ϕ), m = 1 and Ao = 1− E(−Γ̃ϕ)) we obtain the GBSDE

V ϕ
τ = PT −

∫

Kτ,T K

Zϕ
s dM

Q
s +

∫

Kτ,T K

(ϕ(o)
s + 1)(Rs − V ϕ

s ) dΓ̃s +KT −Kτ . (5.7)

Recall that for every n ∈ N the subset Φn of Φ is given by Φn := {ϕ ∈ Φ : ϕ(o) ≤ n − 1} and
V u,n
t := ess supϕ∈Φn V

ϕ
t . On the one hand, from the comparison theorem for the reflected GBSDE

(see Proposition 4.2 in [30]) we have that V ϕ ≤ Y n for every ϕ ∈ Φn and thus V u,n ≤ Y n.

On the other hand, we will show that V u,n ≥ Y n for every n ∈ N. To this end, we fix n ∈ N and
0 < ε < 1 and we consider the reflected GBSDE

Y n,ε
τ = PT −

∫

Kτ,T K

Zn,ε
s dMQ

s +

∫

Kτ,T K

gn,ε(Y n,ε
s ) dΓ̃s +Kn,ε

T −Kn,ε
τ (5.8)

with the lower obstacle P where the generator gn,ε is given by

gn,ε(Y n,ε) = n(R− Y n,ε)+ + ε(R− Y n,ε)1{−1≤R−Y n,ε≤0} − ε1{R−Y n,ε<−1} ≤ n(R− Y n,ε)+

and Y n,ε ≥ P . We observe that the reflected GBSDE (5.8) has a unique solution, which satisfies
Y n − Cε ≤ Y n,ε ≤ Y n for every 0 < ε < 1 and a constant C independent of ε. This follows from
Section 4.2 in [30] where it is shown that if |n(R − Y n,ε)+ − gn,ε(Y n,ε)| ≤ ε and the process Γ̃ is
bounded, then there exists a constant C independent of ε (notice that C may depend on a Lipschitz
constant n in the generator of a reflected GBSDE but n is here fixed) such that

sup
t∈[0,T ]

|Y n,ε
t − Y n

t | ≤ Cε.

Then, for a unique solution Y n,ε to the GBSDE (5.8), we define ϕn,ε ∈ Φn

ϕn,ε := n1{R−Y n,ε>0} + ε1{−1≤R−Y n,ε≤0} − ε(R− Y n,ε)−1
1{R−Y n,ε≤−1} − 1

and we consider the reflected GBSDE

V n,ε
τ = PT −

∫

Kτ,T K

Zn,ε
s dMQ

s +

∫

Kτ,T K

(ϕn,ε
s + 1)(Rs − V n,ε

s ) dΓ̃s +Kn,ε
T −Kn,ε

τ (5.9)

with the lower obstacle P . It is clear that equation (5.9) has a unique solution V n,ε. Furthermore,
a comparison of equations (5.8) and (5.9) makes it clear that the equality V n,ε = Y n,ε holds for
every n ∈ N and 0 ≤ ε < 1. Since V n,ε = Y n,ε and Y n,ε ≥ Y n − Cε where ε is arbitrarily small we
conclude that V u,n

t := ess supϕ∈Φn V
ϕ
t ≥ Y n

t .

(ii) The arguments are similar and also hinge on the comparison theorem for reflected GBSDE

given in Proposition 4.2 in [30]. We now define V l,n
t := ess infϕ∈Φn V ϕ

t observe that (5.7) is clearly
equivalent to

V ϕ
τ = PT −

∫

Kτ,T K

Zϕ
s dM

Q
s −

∫

Kτ,T K

(ϕ(o)
s + 1)(V ϕ

s −Rs) dΓ̃s +KT −Kτ .

Therefore, it suffices to consider the process Ỹ n where the triplet (Ỹ n, Z̃n, K̃n) is a unique solution
to (5.6) and use the comparison theorem for reflected BSDEs from [30] to deduce that the inequality

V ϕ ≥ Ỹ n holds for every ϕ ∈ Φn and thus V l,n ≥ Ỹ n. Then the inequality V l,n ≤ Ỹ n can be
obtained by arguing along similar lines as in part (i).
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5.1 Issuer’s Duality Theorem

Let us recall that S = Sr ∪ {T } where Sr = Sr(Ao) is the right support of the process Ao, that is,
Sr(Ao) := {t ∈ R+ : ∀ ε > 0 Ao

t+ε −Ao
t > 0}. The first main result for vulnerable American options

shows that the upper price is a solution to the optimal stopping problem (5.10).

Theorem 5.1. Let the process P (resp., R) be làdlàg and right-upper-semicontinuous (resp., right-
continuous). Then the F-reduced upper price V u satisfies, for every t ∈ [0, T ],

V u
t = ess sup

σ∈Tt,T (F)

EQ

[
ζuσ | Ft

]
(5.10)

where the process ζu is given by ζut := (P ∨R1S)t1{t<T} + PT1{t=T}.

Proof. We use a similar method as in the proof of Theorem 3.1. In view of part (i) in Lemma 5.1,
we have that V u,n = Y n where (Y n, Zn,Kn) is a unique solution in S2(F) × H2(M) × K to the
reflected GBSDE (see Proposition 4.4 in [30])

Y n
τ = PT −

∫

Kτ,T K

Zn
s dM

Q
s +

∫

Kτ,T K

n(Rs − Y n
s )+ dΓ̃s +Kn

T −Kn
τ (5.11)

with the lower obstacle P and the Skorokhod conditions satisfied by Y n and an F-adapted, làdlàg,
nondecreasing process Kn. We note that, in view of Corollary 4.1 in [30], the sequence Y n of
processes is monotonically increasing as n→ ∞ and the equalities V u = limn→∞ Y n = limn→∞ V u,n

hold.

Step 1. Our first goal is to show that, for every n ∈ N,

V u,n
t = Y n

t = ess sup
σ∈Tt,T (F)

EQ

[
Y n
σ ∧ ζuσ | Ft

]
= ess sup

σ∈Tt,T (F)

EQ

[
V u,n
σ ∧ ζuσ | Ft

]
. (5.12)

To prove (5.12), we fix n and we note that Y n is an F-supermartingale and thus, for every σ ∈ Tt,T (F),

Y n
t ≥ EQ

[
Y n
σ | Ft

]
≥ EQ

[
Y n
σ ∧ ζuσ | Ft

]
(5.13)

where ζut := (P ∨R1S)t1{t<T} + PT1{t=T}.

To show the reverse inequality, we fix t ∈ [0, T [ and we define ν = σn
t ∧ τnt ∈ Tt,T (F) where for

an arbitrary δ > 0 we define (by convention, inf ∅ = T )

σn
t := inf{s ∈ [t, T ] : Y n

s ≤ Ps + ε}, τnt := inf{s ∈ [t, T ] : K̃n
s − K̃n

t > 0},

where ε := 0.5(Y n
t −Pt)δ and the continuous, nondecreasing process K̃n is given by K̃n

t :=
∫ t

0 n(Rs−

Y n
s )+ dΓ̃s. We will check that Y n

ν = Y n
ν ∧ ((P + ε) ∨ R1S)ν on the event {ν < T } = {σn

t ≤ τnt <
T } ∪ {τnt < σn

t } = E1 ∪E2. It is obvious that Y
n
ν = PT on the event E3 := {ν = T }.

On the event E1 = {t < σn
t ≤ τnt < T }, we have Y n

σn
t − − Pσn

t − ≥ ε and thus ∆Kn,d
σn
t

= 0, which

implies that Y n is an F-martingale on Jt, σn
t K. Furthermore, if ∆+Kn,g

σn
t
> 0, then the Skorokhod

condition gives Y n
σn
t
= Pσn

t
and if ∆+Kn,g

σn
t

= 0, then Y n is continuous at σn
t and Pσn

t
≤ Y n

σn
t
≤ Pσn

t
+ε

since the process P is assumed to be right-upper-semicontinuous. We conclude that on E1 we have
Y n
ν = Y n

ν ∧ (Pν + ε) = Y n
ν ∧ ((P + ε) ∨R1S)ν where the second equality is a trivial consequence of

the first one.

On the event E2 = {τnt < σn
t }, the process Y n is right-continuous at τnt and hence from the

definition of τnt we obtain Y n
τn
t
= Y n

τn
t + ≤ Rτn

t + = Rτn
t
where the inequality follows from the right-

continuity of R. We note also that the F-stopping time τnt has values in S so that Rτn
t
= (R1S)τn

t

and thus we have Y n
ν = Y n

ν ∧ (R1S)ν = Y n
ν ∧ ((P + ε) ∨R1S)ν on E2 where the second equality is

obvious. It is also clear that Y n is an F-martingale on Jt, τnt K since the continuous, nondecreasing

process K̃n and the nondecreasing process Kn are constant on that interval.
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Recall that ε = 0.5(Y n
t − Pt)δ and the processes Y n and P are bounded so that ε ≤ cδ for some

constant c. Let us denote ζεt := ((P + ε) ∨ R1S)t1{t<T} + PT1{t=T}. Since Y n is an F-martingale
on Jt, νK we have

Y n
t = EQ

[
Y n
ν | Ft

]
= EQ

[
Y n
ν ∧ ζεν | Ft

]
≤ EQ

[
Y n
ν ∧ ζuν | Ft

]
+ cδ ≤ EQ

[
Y n
ν ∧ ζuν | Ft

]
(5.14)

where the last inequality holds since δ is any positive number. By combining (5.13) with (5.14) we
conclude that (5.12) is satisfied for every n ∈ N.

Step 2. We are now ready to show that (5.10) is valid. For any τ ∈ T t,T (F) equation (5.11) gives

Y n
τ = PT −

∫

Kτ,T K

Zn
s dM

Q
s +

∫

Kτ,T K

n(Rs − Y n
s )+ dΓ̃s +KT −Kτ .

and, by the comparison theorem for GBSDEs (see Proposition 4.2 in [30]) on the interval Jτ, T K, we
see that Y n ≥ Ŷ n ≥ Y

n
where (Ŷ n, Ẑn, K̂n) and (Y

n
, Z

n
) solve the following linear RBSDE and

BSDE, respectively,

Ŷ n
τ = PT −

∫

Kτ,T K

Ẑn
s dM

Q
s +

∫

Kτ,T K

n(Rs − Ŷ n
s ) dΓ̃s + K̂n

T − K̂n
τ

= PT −

∫

Kτ,T K

Ẑn
s dM

Q
s +

∫

Kτ,T K

n(Rs − Ŷ n
s ) dΓ̃s + K̂n

T − K̂n
τ

≥ PT −

∫

Kτ,T K

Z
n

s dM
Q
s +

∫

Kτ,T K

n(Rs − Y
n

s ) dΓ̃s = Y
n

τ

where the inequality holds since the generator n(Rs−y) is linear and the process K̂ is nondecreasing
on Jτ, T K. Then by solving the linear GBSDE or using Corollary 3.1, we obtain

Y
n

τ = EQ

[
PT Eτ,T (−Γ̃n) + (1Kτ,T KREτ,·(−Γ̃n) • Γ̃n)T |Fτ

]
.

The quantity Eτ,T (−Γ̃n) converges to 1{τ=T} as n → ∞ and thus, by virtue of Lemma 3.4 and the
right continuity of R, we obtain

V u
τ = lim

n→∞
Y n
τ ≥ lim

n→∞
Y

n

τ = Pτ1{τ=σ} +Rτ1{τ<σ}. (5.15)

Using the fact that V u ≥ Y
n
≥ 0 and V u ≥ P , we deduce from (5.15) that for any stopping time

σ ∈ Tt,T (F) we have, on the event {σ < T },

V u
σ ≥ Pσ ∨ (R1S)σ

and, obviously, V u
T = PT on the event {σ = T }. We deduce that

V u
σ ≥ PT1{σ=T} + Pσ ∨ (R1S)σ1{σ<T} = ζuσ .

Since we clearly have Y n
t ≤ ess supσ∈Tt,T (F) EQ

[
ζuσ | Ft

]
, it suffices to show that

V u
t ≥ ess sup

σ∈Tt,T (F)

EQ

[
ζuσ | Ft

]
.

The above inequality follows from the observation that, by monotone convergence theorem, V u is a
supermartingale dominating the payoff ζu and the minimality property of the Snell envelope. Hence
we have shown that (5.10) is satisfied.

5.2 Holder’s Duality Theorem

Our next goal is to prove the duality result for the holder’s problem. As in Szimayer [37], we will
show that the holder’s price can be conveniently represented in terms of a particular zero-sum two-
person game. In the statement of Theorem 5.2 the stopping time σ ∈ Tt,T (F) can be interpreted
as the F-reduction of the exercise time of the holder of a vulnerable American option, whereas the
F-stopping time τ ∈ T t,T (F) with values in S ∩ [t, T ] is formally associated with the random time ϑ.
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Theorem 5.2. Let the process P (resp., R) be right-upper-semicontinuous (resp., right-continuous).
If the inequality P ≤ R holds on the set S, then the F-reduced lower price equals, for every t ∈ [0, T ],

V l
t = ess inf

τ∈T t,T (F)
ess sup
σ∈Tt,T (F)

EQ[X
l(σ, τ) | Ft] = ess sup

σ∈Tt,T (F)

ess inf
τ∈T t,T (F)

EQ[X
l(σ, τ) | Ft] (5.16)

where
X l(σ, τ) := Pσ1{τ>σ} + (P ∨R)τ1{τ≤σ}. (5.17)

Proof. In view of part (ii) in Lemma 5.1, the process V l,n is equal to the process Ỹ n where the triplet

(Ỹ n, Z̃n, K̃n) is a unique solution in S2(F)×H2(M)× K to the reflected GBSDE (see Proposition
4.4 in [30])

Ỹ n
τ = PT −

∫

Kτ,T K

Z̃n
s dM

Q
s −

∫

Kτ,T K

n(Ỹ n
s −Rs)

+ dΓ̃s + K̃n
T − K̃n

τ (5.18)

where Ỹ n ≥ P and the Skorokhod conditions are satisfied by an F-adapted, nondecreasing process
K̃n. Observe that, as opposed to the maximizer’s case, the recovery process R is acting here similarly
to an upper obstacle for Ỹ n. We note that the sequence Ỹ n of processes is monotonically decreasing
as n→ ∞ (see Corollary 4.1 in [30]) and the equalities V l = limn→∞ Ỹ n = limn→∞ V l,n hold.

Step 1. We will first prove that

V l
t ≥ ess inf

τ∈T t,T (F)
ess sup
σ∈Tt,T (F)

EQ

[
Pσ1{τ>σ} + (P ∨R)τ1{τ≤σ} | Ft

]
. (5.19)

To establish (5.19), for any fixed t and n, we define τ̄nt := inf{s ∈ [t, T ] : L̃n
s − L̃n

t > 0} where

L̃n
t :=

∫ t

0 n(Ỹ
n
s −Rs)

+ dΓ̃s. Since the process L̃n is continuous, the graph of the stopping time τ̄nt is

contained in S∩[t, T ] and thus τ̄nt ∈ T t,T (F). Suppose, on the contrary, that τ̄nt 6∈ T t,T (F). Then the

event {τ̄nt < T } ∩ {τ̄nt ∈ S
c
} has a positive probability and for any fixed ω ∈ {τ̄nt < T } ∩ {τ̄nt ∈ S

c
}

there exists δ = δ(ω) > 0 such that Γ̃τ̄n
t +δ = Γ̃τ̄n

t
. However, this contradicts the definition of τ̄nt

since L̃n is absolutely continuous with respect to Γ̃ and thus L̃n
τ̄n
t +δ = L̃n

τ̄n
t
.

From the continuity of Γ̃ we obtain Ỹ n
τ̄n
t + ≥ lim infs↓τ̄n

t
Rs on {τ̄nt < T } and, consequently, using

also (5.18) and the right-continuity of R we deduce that Ỹ n
τ̄n
t
= Ỹ n

τ̄n
t + +∆+K̃n,g

τ̄n
t

≥ Ỹ n
τ̄n
t + ≥ Rτ̄n

t
. In

addition, we have Ỹ n
τ̄n
t
≥ Pτ̄n

t
since (Ỹ n, Z̃n, K̃n) solves the reflected GBSDE (5.18). We conclude

that Ỹ n
τ̄n
t
≥ (P ∨R)τ̄n

t
on {τ̄nt < T } and, manifestly, Ỹ n

T = PT .

We now take an arbitrary stopping time σ ∈ Tt,T (F) and define ν := τ̄nt ∧σ so that Ỹ n is a strong

F-supermartingale on Jt, νK since L̃n
ν = L̃n

t . Then Ỹ n
ν ≥ Pν on E1 := {τ̄nt ≥ σ} and Ỹ n

ν ≥ (P ∨ R)ν
on E2 := {τ̄nt < σ}. Consequently, for any σ ∈ Tt,T (F),

Ỹ n
t ≥ EQ[Ỹ

n
ν | Ft] ≥ EQ

[
Pσ1{τ̄n

t >σ} + (P ∨R)τ̄n
t
1{τ̄n

t ≤σ} | Ft

]
(5.20)

from which we deduce that

Ỹ n
t ≥ ess sup

σ∈Tt,T (F)

EQ

[
Pσ1{τ̄n

t >σ} + (P ∨R)τ̄n
t
1{τ̄n

t ≤σ} | Ft

]

≥ ess inf
τ∈T t,T (F)

ess sup
σ∈Tt,T (F)

EQ

[
Pσ1{τ>σ} + (P ∨R)τ1{τ≤σ} | Ft

]
.

Finally, the sequence Ỹ n = V l,n is decreasing and V l = limn→∞ Ỹ n = limn→∞ V l,n so that we
obtain (5.19).

Step 2. In this step, we will establish the inequality

V l
t ≤ ess sup

σ∈Tt,T (F)

ess inf
τ∈T t,T (F)

EQ

[
Pσ1{τ>σ} + (P ∨R)τ1{τ≤σ} | Ft

]
(5.21)
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by showing that, for any ε > 0, there exists σ̄t ∈ Tt,T (F), which may depend on ε, such that for an
arbitrary τ ∈ T t,T (F) we have

V l
t ≤ EQ

[
Pσ̄t1{τ>σ̄t} + (P ∨R)τ1{τ≤σ̄t} | Ft

]
+ ε. (5.22)

For a fixed t and ε > 0, we define σ̄n
t := inf{s ∈ [t, T ] : Ỹ n

s ≤ Ps + ε}. Recall that the sequence

Ỹ n is monotonically decreasing as n→ ∞ and V l = limn→∞ Ỹ n = limn→∞ V l,n so that σ̄n
t ≥ σ̄n+1

t .
We define an F-stopping time σ̄t := limn→∞ σ̄n

t . From the lower bound in (5.20) we know that

Ỹ n
t ≥ 0, while the comparison theorem for reflected GBSDEs gives, for every n ∈ N,

V l
t ≤ Ỹ n

t ≤ Xt = PT −

∫

]t,T ]

Zs dM
Q
s +KT −Kt = ess sup

τ∈Tt,T (F)

EQ[Pτ | Ft] ≤ cP (5.23)

where (X,Z,K) is a solution to the reflected BSDE implicit in (5.23) with the lower obstacle P
(see Section 4 in [30]) and thus the second equality is due to the well-known relationship between a
solution to the reflected BSDE and the value of an optimal stopping problem.

From the assumption that P is right-upper-semicontinuous we deduce that Ỹ n
σ̄n
t
≤ Pσ̄n

t
+ ε where

the inequality is trivially satisfied on the event {σ̄n
t = T }. Since Ỹ n is a làdlàg process, in principle,

it would be possible to have sample paths such that Ỹ n
σ̄n
t
> Pσ̄n

t
+ ε and there exists δ > 0 such that

Ỹ n ≤ P + ε on ]σ̄n
t , σ̄

n
t + δ]. However, by the right-upper-semicontinuity of P , this would imply

that Ỹ n
σ̄n
t + ≤ Pσ̄n

t
+ ε and ∆+K̃n,g

σ̄n
t
> 0. This in turn would lead to a contradiction since, from the

Skorokhod condition for K̃n,g, the inequality ∆+K̃n,g
σ̄n
t
> 0 implies that Ỹ n

σ̄n
t
= Pσ̄n

t
< Pσ̄n

t
+ ε < Ỹ n

σ̄n
t
.

In view of this, we conclude that Ỹ n > Ỹ n − ε > P on Jt, σ̄n
t J and Ỹ n

− > Ỹ n
− − ε ≥ P̄ on Kt, σ̄n

t K

which, together with the Skorokhod condition satisfied by K̃n, gives

K̃n
σ̄n
t
− K̃n

t =

∫

Kt,σ̄n
t K

dK̃n,r
s +

∫

Jt,σ̄n
t J

dK̃n,g
s+ = 0. (5.24)

If we take ν := τ ∧ σ̄n
t where τ ∈ T t,T (F) is arbitrary, then

Ỹ n
t = EQ

[
Ỹ n
ν −

∫

Kt,νK

n(Ỹ n
s −Rs)

+ dΓ̃s + K̃n
ν − K̃n

t

∣∣Ft

]
≤ EQ

[
Ỹ n
ν | Ft

]

= EQ

[
Ỹ n
σ̄n
t
1{τ>σ̄n

t } + Ỹ n
τ 1{τ≤σ̄n

t } | Ft

]

≤ EQ

[
Pσ̄n

t
1{τ>σ̄n

t } + (Ỹ n ∨ P ∨R)τ1{τ≤σ̄n
t } | Ft

]
+ ε

≤ EQ

[
Pσ̄n

t
1{τ>σ̄n

t } + (V l ∨ P ∨R)τ1{τ≤σ̄t} | Ft

]
+ EQ

[
|Ỹ n

τ − V l
τ | | Ft

]
+ CEQ

[
1Kσ̄t,σ̄n

t K(τ)| Ft

]
+ ε

where on the event E1 := {τ > σ̄n
t } we have used the inequality Ỹ n

σ̄n
t
≤ Pσ̄n

t
+ ε while on the event

E2 := {τ ≤ σ̄n
t } we have used the trivial inequality Ỹ n

τ ≤ Ỹ n
τ ∨ Pτ ∨ Rτ . By considering the limit

superior in n and using the conditional reverse Fatou lemma (see Theorem 2 in [38]) together with
the upper-right-semicontinuity of P and the monotone convergence theorem, we obtain

V l
t ≤ EQ

[
Pσ̄t1{τ>σ̄t} + (V l ∨ P ∨R)τ1{τ≤σ̄t} | Ft

]
+ ε. (5.25)

Our next goal is to show that V l can be omitted from the conditional expectation in (5.25). For any
τ ∈ T t,T (F), equation (5.24) gives

Ỹ n
τ = Ỹ n

σ̄n
τ
−

∫

Kτ,σ̄n
τ K

Z̃n
s dM

Q
s −

∫

Kτ,σ̄n
τ K

n(Ỹ n
s −Rs)

+ dΓ̃s.

We now use similar arguments as in Step 2 in the proof of Theorem 5.1. We observe that
Ỹ n
σ̄n
τ
≤ Pσ̄n

τ
+ ε and, for all (ω, s, y) ∈ Ω× [0, T ]× R,

(y −Rs)
+(ω) ≥ 1J0,σ̄τ K(s)(y −Rs)

+(ω) ≥ 1J0,σ̄τ K(s)(y −Rs)(ω)
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where the function g(ω, s, y) := 1J0,σ̄τ K(s)(Rs − y)(ω) is nonincreasing in y, for every (ω, s) ∈
Ω × [0, T ]. By applying the comparison theorem for GBSDEs (see Proposition 3.1 in [30]) on the

interval Jτ, σ̄n
τ K, we see that Ỹ n ≤ Y n where (Y n, Zn) solves the following linear BSDE

Y n
τ = Pσ̄n

τ
+ ε−

∫

Kτ,σ̄n
τ K

Zn
s dM

Q
s −

∫

Kτ,σ̄n
τ K

n(Y n
s −Rs)1J0,σ̄τ K(s) dΓ̃s.

= Pσ̄n
τ
+ ε−

∫

Kτ,σ̄n
τ K

Zn
s dM

Q
s +

∫

Kτ,σ̄n
τ K

n(Rs − Y n
s ) dΓ̃σ̄τ

s .

Since τ ≤ σ̄τ ≤ σ̄n
τ ≤ T , by solving the linear GBSDE we obtain

Y n
τ = EQ

[
(Pσ̄n

τ
+ ε)Eτ,σ̄τ (−Γ̃n) + (1Kτ,σ̄τ KREτ,·(−Γ̃n) • Γ̃n)T |Fτ

]

≤ EQ

[
Pσ̄τ Eτ,σ̄τ (−Γ̃n) + (1Kτ,σ̄τ KREτ,·(−Γ̃n) • Γ̃n)T |Fτ

]
+ EQ

[
[Pσ̄n

τ
− Pσ̄τ ]Eτ,σ̄τ (−Γ̃n)|Fτ

]
+ ε

where we have used the inequality Eτ,σ̄τ (−Γ̃n) ≤ 1. The sequence Eτ,σ̄τ (−Γ̃n) converges to 1{τ=σ̄τ}

as n→ ∞ and, by the sub-additivity of the limit superior, the conditional reverse Fatou lemma and
the dominated convergence theorem, we obtain

lim sup
n→∞

EQ

[
[Pσ̄n

τ
− Pσ̄τ ]Eτ,σ̄τ (−Γ̃n) | Fτ

]

≤ lim sup
n→∞

EQ

[
[Pσ̄n

τ
Eτ,σ̄τ (−Γ̃n) | Fτ

]
− lim

n→∞
EQ

[
Pσ̄τ Eτ,σ̄τ (−Γ̃n) | Fτ

]

≤ EQ

[
[lim sup

n→∞
Pσ̄n

τ
− Pσ̄τ ]1{τ=σ̄n

τ } | Fτ

]
≤ 0

where the last inequality holds since P is upper-right-semicontinuous along stopping times (see
Remark B.3 in [29]). For any fixed ε > 0, we deduce from the sub-additivity of the limit superior
and Lemma 3.4 that

V l
τ ≤ Pτ1{τ=σ̄τ} +Rτ1{τ<σ̄τ} + ε ≤ (R ∨ P )τ + ε

and thus V l
τ ≤ (R ∨ P )τ for every stopping time τ in T t,T (F), which gives the desired upper bound

in (5.22).

Step 3. Since we always have that

ess inf
τ∈T t,T (F)

ess sup
σ∈Tt,T (F)

EQ[X
l(σ, τ) | Ft] ≥ ess sup

σ∈Tt,T (F)

ess inf
τ∈T t,T (F)

EQ[X
l(σ, τ) | Ft]

we obtain (5.16) by combining (5.19) with (5.21).
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